
Traditional systems for network anonymity are designed to be application 
agnostic. While this enables relatively simple deployment, many 
applications remain unaware of the anonymous nature of the underlying 
communication. Because security properties are usually application-
specific, there is an opportunity to improve reasoning about anonymity 
guarantees by making applications aware of the anonymous nature of the 
underlying communication. 
 
We propose a language-based approach to network anonymity. We 
distinguish between direct (or identifiable) and anonymous communication 
at the program source level. We introduce several classes of adversaries 
based on their ability to inspect anonymous traffic. A security type system 
regulates how anonymous information propagates within a program. This 
allows mixing of anonymous and identifiable communication within a 
single program, and may improve the overall performance while 
preserving anonymity. 

ABSTRACT	  

OBJECTIVES	  

•  Two adversaries that correspond to different network 
fragments 
•  Local network attacker 
•  Remote recipient attacker 

•  Anonymous communication as a programming language 
construct 
•  Need to ensure such construct is used securely 

MODEL	  

Anonymity levels 

TYPING	  PROGRAMS	  AGAINST	  	  
REMOTE	  RECIPIENT	  ATTACKER	  

ONGOING	  AND	  FUTURE	  WORK	  

•  Mixed communication model can provide better 
performance when using anonymous communication 

•  Security theorem: well-typed programs in a mixed 
model are no less secure than in all-anonymous model 
•  Parameterized over anonymity security metric 

•  Usability of the programming model 

•  Defenses against active attackers 
•  Extending communication protocols by propagating 

application-level information to mitigate active 
timing attacks 
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2002 – present 
0.5 mln users 

Users are typically aware 
that they use anonymity 

network 

Applications are typically 
unaware of the anonymous 

communication 

•  Hide communication from network adversary 
•  Existence of a message  may reveal 

sensitive information 
•  We use programming languages techniques 

to soundly infer such messages 
•  Need to be anonymous to receiver 

•  Sending identifiable  information on 
anonymous connection is problematic 

•  We prevent this at a language level 

Different reasons for anonymous communication 
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*

auction participants submit their bids in a few rounds

*

/

2 for (int round = 0; round < n_rounds; round ++)

3 for (Participant p: participants)

4 /

*

request updated bid from each participant

*

/

5 int b = p.requestBid(current_max);

6 if (b > current_max) /

*

update winning bid

*

/

7 current_max = b;

8 winner = p;

9 /

*

contact winner to process payment

*

/

10 winner.requestPayment(); /

*

may reveal winner identity

*

/

Figure 1: Server code for distributed auction example

In this example, we assume that auction participants are public, but the bids themselves are confidential.
Furthermore, the winner must remain confidential until some further notice. We consider a family of local
adversaries Advlocalp , who may observe network activity of any of the auction participants p, and the local
adversary Advlocalserver , who observes the server’s network activity.

Figure 1 provides a pseudo-code for the server side of this example. Auction participants are recorded in
a collection participants. The auction runs in a number of rounds; during every round each participant is
requested to update their current bid on line 5. Because auction participants are public, the communication
that corresponds to this request may occur over direct identifiable channels, assuming the value of the bids
themselves are encrypted. The winning participant is updated accordingly on line 8.

When the bidding is over, the winner must be contacted for payment. However, because this network
communication may reveal identity of the winner it must be done over an anonymous channel.

Security guarantees We are currently designing a type-based program analysis for enforcing confidentiality
and anonymity properties. The analysis distinguishes confidentiality and anonymity levels of information, and
regulates how this information propagates to network channels. The analysis takes into account the associated
attacker model. If we consider only local network attacker, but trust remote recipients, like in the example
above, then identifiable information may be sent to anonymous channels. When we consider remote recipient
adversary, identifiable and anonymous information must be isolated to prevent immediate linkability by the
untrusted adversary.

For scenarios where we assume local network attacker, like in the auction example above, we expect that
mixed communication model makes things “no worse” than if all-anonymous communication is used.

We also believe there is a potential for applications to help enforce additional anonymity beyond that pro-
vided by the network. For example, server can batch requests together, to provide “k-anonymity” like guaran-
tees. That is, an application can help achieve anonymity guarantees that may not be possible at just the network
level.

Future work In addition to pursuing the ideas outlined above, we are also interested in investigating the
following questions.

• Which anonymity systems are most suitable for our language-based model.

• When does a mixed communication model require running in “router” modes (assuming TOR-like
anonymous network), and what are the associated performance pros and cons.

• Would it be possible to synthesize A3-like declarative anonymity specifications based on the program
source.

• How to extend attacker models to include timing observations, and whether this may be connected to the
work on predictive mitigation of timing channels.
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EXAMPLE	  –	  ONLINE	  AUCTION	  

•  Common 
•  Information that is common knowledge, e.g., time/day 

•  Identifiable url: 
•  Public identifiable information, e.g., name/id, that can be 

send to url 
•  Anonymous url 

•  Data that must be communicated with url anonymously 

Allowed information propagation 

EXAMPLE	  –	  SELECTIVE	  ANONYMITY	  
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Type system 

Anonymity	  effect	  aIer	  this	  
command	  

No	  previous	  anonymous	  
communicaDon	  with	  this	  url	  

Level	  of	  informaDon	  that	  is	  
sent	  

3 Security
TODO: I would like to define knowledge of the adversary when he sees a sequence of messages.

Semantic security condition Assume adversary observes a sequence of messages msgs. Adversary’s knowledge is

k
Adv

(msgs) = {n | n 2 D ^ n ! msgs0 ^msgs0 �
Adv

= msgs}

is a set of nodes n such that they are part of the distributed system D and can generate msgs0 that are consistent with
the adversary’s observations msgs.

4 Types for remote recipient adversary
Anonymity levels

◆ ::= Common | Identifiable | Anonymous url

Anonymity levels are ordered by a reflexive, transitive relation such that

Common � Identifiable Common � Anonymous url

Let ◆1 t ◆2 be the least upper bound on the anonymity levels ◆1 and ◆2. We assume there is a top anonymity level >
such that for all ◆ it holds that ◆ � >.

Channel levels Channels levels carry information about their destination url and whether the identity of the sender
is anonymous. We denote channel levels via �.

� ::= Identifiable url | Anonymous url

Typing for commands

� ` e : ◆ �(ch) = Identifiable url pc t ◆ � Identifiable

�, pc ` output e to ch : {Identifiable url}

�(ch) = Identifiable url pc � Identifiable � �(x)

�, pc ` input from ch to x : {Identifiable url}

� ` e : ◆ �(ch) = Anonymous url pc t ◆ � Anonymous url

�, pc ` output e to ch : {Anonymous url}

�(ch) = Anonymous url pc � Anonymous url � �(x)

�, pc ` input from ch to x : {Anonymous url}
�, pc ` skip : ;

� ` e : ◆ ◆ t pc � �(x)

�, pc ` x := e : ;

� ` e : ◆ �, ◆ t pc ` ci : Si i 2 {1, 2}
�, pc ` if e then c1 else c2 : S1 [ S2

�, pc ` c1 : S1 �, pc � S1 ` c2 : S2

�, pc ` c1; c2 : S1 [ S2

� ` e : ◆ �, ◆ t pc � S ` c : S

�, pc ` while e do c : S

TODO: This type system has a mysterious operator � that needs to be defined.
For simplicity, we consider a subset of our language without connect/accept primitives, and simply assume that

channels are properly initialized.
TODO: Type rules for connect and accept.
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PropagaDon	  of	  anonymity	  effects	  

EXAMPLE	  PROGRAM	  

Example The following program illustrates how identifiable preference about news is insecurely communicated to
the advertisement channel.

1 input frontPagePreference from LOCALSTORE;
2 output frontPagePreference to NEWSPAPER;
3 input news from NEWSPAPER; // direct OK
4
5 /* Dangerous */
6 if frontPagePrefernce == "Finance" then
7 input ads from AD1 // must be anonymous
8 else
9 input ads from AD2 // must be anonymous

TODO: Consider renaming the preference variable to something more privacy-sensitive; maybe font-size? or screen
size?

Note: we can use other language-based techniques that would just fetch all advertisement and would only display
the relevant ones to the users.

5 Security
We need a security condition for anonymity.

TS =) NI =) (Anonymity
all

= Anonymity
partial

)

Let Anonymity
x

define how much anonymity we get in mode x, where x ranges either over full anonymity or
selected anonymity.

TODO
1. Relation to DLM.
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the adversary’s observations msgs.

4 Types for remote recipient adversary
Anonymity levels

◆ ::= Common | Identifiable | Anonymous url

Anonymity levels are ordered by a reflexive, transitive relation such that

Common � Identifiable url Common � Anonymous url

Let ◆1 t ◆2 be the least upper bound on the anonymity levels ◆1 and ◆2. We assume there is a top anonymity level >
such that for all ◆ it holds that ◆ � >.

Channel levels Channels levels carry information about their destination url and whether the identity of the sender
is anonymous. We denote channel levels via �.

� ::= Identifiable url | Anonymous url

Typing for commands

� ` e : ◆ �(ch) = Identifiable url pc t ◆ � Identifiable url

�, pc ` output e to ch : {Identifiable url}

�(ch) = Identifiable url pc � Identifiable � �(x)

�, pc ` input from ch to x : {Identifiable url}

� ` e : ◆ �(ch) = Anonymous url pc t ◆ � Anonymous url

�, pc ` output e to ch : {Anonymous url}

�(ch) = Anonymous url pc � Anonymous url � �(x)

�, pc ` input from ch to x : {Anonymous url}
�, pc ` skip : ;

� ` e : ◆ ◆ t pc � �(x)

�, pc ` x := e : ;

� ` e : ◆ �, ◆ t pc ` ci : Si i 2 {1, 2}
�, pc ` if e then c1 else c2 : S1 [ S2

�, pc ` c1 : S1 �, pc � S1 ` c2 : S2

�, pc ` c1; c2 : S1 [ S2

� ` e : ◆ �, ◆ t pc � S ` c : S

�, pc ` while e do c : S
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