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* Promising avenue for answering statistical queries on * Idea: If we can’t compute optimal composition exactly, * If computing optimal composition 1s #P-complete, an
sensitive datasets while minimizing privacy risks for » Recent result [2] characterized optimal composition maybe we can approximate it algorithm that approximates it to arbitrary precision in
individuals 1n the dataset exactly: polynomial time is essentially the best we can hope for.

* There exist polynomial time algorithms for approximately

—— i Theorem 3.3. For any e > 0 and § € [0,1), the class of (¢,0)-differentially private mechanisms counting knapsack solutions [1] * Algorithm outperforms bound provided in [2] in practice:

l I e satisfies

l_ (k- 2i)e, 1 - (1-06)*1 - &) )-differential privacy (5) Improvement in Composition

S | ( » | ) * Task: Modify a counting algorithm to sum knapsack
noisy answers under k-fold adaptive composition, for all i = {0,1,...,|k/2]|}, where : _ , Q- Method
| | solutions rather than count them and to let us get arbitrarily m Best Known Bound
Private database DP Curator Analyst 5 = 2;%) (lg) ((‘Z(k_f)E - e(k—2z+£)e) 6 Close to the 0 tlmal c ~ 8 Our Algorithm
b (14 ec)k (6) P & °

* An algorithm M is said to be (¢,0)-Differentially Private if | S o _

for all neighboring databases D, D’ and all output sets S: * Problem: This result only applies in the ‘homogenous’ case Algorithm LLE .
1.e. when every mechanism in the composition has identical g 7
Pr[M(D)ES] < et Pr{M(D’) ES] + & privacy parameters. Inputs: €, &, &, 0y, 0y,..., Oy Oy gt S
Outputs: True if g, < &7, o

* C(Central Idea: A private algorithm should behave very | | - False it ¢,> g + O(k/t) <
similarly on a database with your data as it would on the . In.practlce, we often want to run algorithms with different T ™ T s T o
same database without your data. This way, an adversary privacy parameters on the same database I. Setb=(Zs - /2 Cmbor of Hochaniems (4
cannot distinguish the two cases. 2. Set a, = floor(te/b) Euture Work

i . . 3. Set1;=bayt * Prove hardness result
Composition Optimal Composition: General Case 4. Build kxt table using the recursion:
T(r,s) = T(r-1,s) + e T(r-1,s-a,) ) . L L
| | with T(1,s) =efi+1 ifa, <s ;F;I}l; t(iiilmprove running time of approximation - random
* The Mhore DP algorithms we run on a single database, the Question: Can we get a stmilar result for the general and T(1,s) =1 otherwise IS
more privacy degrades heterogeneous case? 5. Plug T(k, t) into optimal composition equation o | | o
Effect of Composition Answer: Probably not 6. If privacy satisfied, output: True, else: False Integ.rate approx1ma.t10n algorithm with composition piece
. of privacy tools project

£ i ,ooo * Conjecture: computing the optimal composition for a
£ 8 o general set of private mechanisms 1s #P-complete (so an References
o §- o efficient solution would at least imply P=NP)
ke : o ) 5~ 1+, (1-5) { > e e * Algorithm shifts €’s to a slightly d}fferent 1nput. (f’s) that [1] Martin Dyer. Approximate counting by dynamic
5 & ° M, —-6) I, (1+es) Ly esso ¢ can be solved exactly with dynamic programming. programming. Proceedings of the thirty-fifth annual ACM
S g8 o symposium on Theory of computing. ACM, 2003.

| o where:

&7 - E’F— € — &

A A S ={z € {0,1}"| ;wzez < “12 } * Proved that this “shifted input” can change the answer by at [2] Sewoong Oh and Pramod Viswanath. The composition
Number of Mechanisms (k) most O(k/t) theorem for differential privacy. arXiv preprint arXiv:
1311.0776 (2013).
« Simple composition: If we run k (g,6)-DP mechanisms on * Problem turns out to be very closely related to partition and
the same database, we maintain a global privacy of (ke, ko) knapsack-type problems, known to be #P-complete: * Runs in time O(kt) so can efficiently get arbitrarily close to
| | true answer by using binary search on ¢ Contact
* But we want to compute many statistics on our database! Given a set of integers S = {w,, W,, ... W, }, how many ways
can we partition S into disjoint P,, P, (with P, U P,=S) such Jack Murtagh
* Luckily, we can do better. Quantifying privacy degradation that: igwi = gwi murtagh.jack@gmail.com

under composition as precisely as possible 1s of particular
interest 1n the literature
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