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INTRODUCTION: THE CH ANGING LANDSCAPE OF GOVERNMENT
RELEASES OF DATA

Transparency is a fundamental principle of democratic governance. Making government data
more widely available promises to enhance organizational transparency,gonproveent
functions, encourage civic engagement, support the evaluation of government decisions, and ensure
accountability for public institutions. Furthermore, releases of government data promote growth in
the private sector, guiding investment and otmemercial decisions, supporting innovation in the
technology sectors, and promoting economic development and competition gemgraliyng
access to government data also advances the state of research and scientific knowledge, changing ho
researcherapproach their fields of study and enabling them to ask new questions and gain better
insights into human behaviérBor instance, the incredsavailability of largecale datasets is
advancinglevelopments in computational social science, a figklrdgaitlly changing the study of
humans, human behavior, and human institutions, and effectively shifting the evidence base of social
sciencé.Scientists ar@lsodeveloping methods mine and model new data sources and big data,
and data collected frgpeople and institutions have proven useful in unexpected ways. In the area of
public health, Google Flu Trends, which preadeseful and timely supplement to conventional flu
tracking methodsy analyzing routine Google querigsa widely publicizeekample of the
unexpected uses of datdese are, of course, just a few examples of the many benefits of §pen data.

For these and related reasaysvernments argvic advocates are increasinmglyommending
t hat open acc etat®d Enéomatibnecolléctka: By ayovérnment agehdibss
rationaledrivesthe open government initiatives launcimedecent yearby federal, state, and
municipal governmentsieleaséarge quantities of information, much of which is about individuals,
to the publicthrough a variety of channel§hese programs encourage agencies to adopt a
presumption of openness, to the extent the law allows, and publish information online in open formats
that can be accessed and processed through a variety of applications

2 See geneRgINA POWERS& DAVID BEEDE, U.S.DEPE OF COMMERCE, FOSTERINGINNOVATION , CREATING JOBS

DRIVING BETTERDECISIONS THE VALUE OF GOVERNMENT DATA (2014) (discussing the many benefits of government

releass of data)

3 Sedlicah Altman & Kenneth Rogers@pen Research Questions on Information and Technology in Globafiand Domestic Pol
Bey o-dlP®PBL. SCI. & PoL. 835 (2008); Gary Kingnsurindie Dat®ich Future of the Social SR3QISCENCE

719 (2009); David Lazer et@bmputational Social SBE3&®BENCE 721 (2009).

4 Sesources citegupraote3.

5 See, e.§amatha Cook et alAssessing Google Flu Trends Performance in the United States During the 2009 Influenza Vi
(H1N1) PandenitoSONE, Aug. 2011http://doi.org/10.1371/journal.pone.0023610; Justin R. Ortiz &a@hitoring

Influenza Activity inUingted States: A Comparison of Traditional Surveillance Systems with FRa®RENEIUAprends

2011 http://doi.org/10.1371/journal.pone.0018687; N. Wilson et ah,t er pr et i ng 0Googl e FIl u T
H1N1 Influenza: The New ZeabgretiEnd8UROSURVEILLANCE Nov. 5, 2009

6 A number of scholars are currently writing about the benefits of open data SgstegakEL GURIN, OPEN DATA

NOW: THE SECRET TOHOT STARTUPS SVART INVESTING, SAVVY MARKETING, AND FASTINNOVATION (2014).

7 See, e.gxec. Order No. 13,642, 3 C.F.R. 244 (2014) (Making Open and Machine Readable the New Default for
Government Information), https://www.whitehouse.gov/fitessoffice/2013/05/09/executiveordermakingopen
andmachineeadablmewdefauligovernment

8 Paul M. SchwartPrivacy and Participation: Personal Information and Public Sector Regulatiqr8@i dle United States
Rev. 553 (1995); Harlan Yu & David G. Robindoh,e New Ambi gu i ,G59UCbAL. RGVOPSEQURSE 0OV €T N Me
178 (2012).

9 E.g, PETERR.ORSZAG OFFICE OF MGMT. & BUDGET, EXEC. OFFICE OF THE PRESIDENT, M-10-06, MEMORANDUM

ON OPEN GOVERNMENT DIRECTIVE (Dec. 8, 2009),
http://www.whitehouse.gov/sites/default/files/omb/assets/memoranda_2010/aG1df.
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However, a major challenge for any public release of data about individuals is providing
meaningful protection of privacy interé&sfghile governments are generally requireshtsidethe
legal and ethical implicationgpabliclyreleasingnformation about individuals, the disclosure and
reuse of privaesensitive data are greatly hindered by the lack of an effective legal and regulatory
framework for privacy.Privacy laws and policies can be circumstantial, open to interpretation, and
ill-suited to apply atscdélost st ates | ack oomni bus data prot
[ t hat ] provide only | imited prot e &indteadhlawsf or p
and policies concerning the disclosure of governmienmation are contespecific, varying
substantially based on the type of information released, the agency releasing it, and the mechanism of
releasé&. Executive agencies, for example, frequently release government information under the
Freedom of Infomation Act (FOIA)? which requires disclosures in response to public records
requests provided that no law prohibits the release. Individual agencies retain discretionary authority
to withhold or redact certain records that implicate one of a limitdadtgrterns such as privacy,
with most agencies releasing records that have been redacted of directly identifying pieces of
information such as names, addresses, dates of birth, and Social Security numbers.

In contrast, statistical agenciasstcomply wih complex laws and policies that regulate the
format of the information to be released, require practices that enhance data integrity and accuracy,
and mandate strict confidentiality protectibiibese agencies ustatistical disclosure limitation
technques to aggregate information from many individuals, suppress sensitive-iadalidatdils,
or perturb individual data points in waytended tomitigate privacy concerns wrlslgporing
accurate analysés.

As numerous commentators have showwe ti@atment of informatigarivacyand security has
become a major stumbling block to efficient access to and useé®dkskasment of privacy risk

10Throughoutth s articl e, we wuse oprivacydé and oconfidentiali
terms. Note however that these terms may have narrower definitions within fields, and such definitions are inconsistent
and sometimes conflicting. Foaexp | e, t he statistical discl osuthegight i mi t at i

of data subjects controlthe manner and extent of shawfgheir informatom nd o conf i de ntheidwyl | t y 6 t
of data holders to prevent unautheddisclosure after collecti@ee, e.§tephen E. Fienbefgpnfidentiality and Disclosure
Limitationl ENCYCLOPEDIA OF SOCIAL MEASUREMENT463 (2005)n contrast, the literature on cryptography often uses
Oprivacyo6 to refer to control s ov eae efiynthia Dvoospifferentiab r t o t
PrivagJENCYCLOPEDIA OF CRYPTOGRAPHY ANDSECURITY 338 (2011)and the infanation security literature uses the

term o0confidentialityd6 to refer to controls ,seeeqg. di scl
RICK LEHTINEN , DEBORAH RUSSELL & G.T.GANGEMI, R., COMPUTERSECURITY BASICS197 (2006)

11 Segenera®aul Schwartz & Daniel SoloVhe PII Problem: Privacy and a New Concept of Personally Identifiable Informati
86N.Y.U.L.REV. 1814 (2011) (describing the inadegoba U.S. legal framework that largely rests on a flawed concept

of oOmpealrisyo i dentifiable informationé).

121d, Paul SchwartBata Processing and Government Administration: The Failure of the American Legal Response to the
43HASTINGSL.J.1321 (1992).

13Schwartzsupraote8, at 605.

14 SediscussioinfraPartll . Note that, while this article focuses on government releases of data within the United States,
legal frameworks in other countries also lead to inconsistent data release practices across government agencies. For &
discussion of these issues in botluthieed States and Europe, 8&®RG AICHHOLZER & HERBERTBURKERT, PUBLIC
SECTORINFORMATION IN THE DIGITAL AGE (2004).

15Freedom of Information Act, 5 U.S.C. § 552 (2013).

16 Confidential Information Protection and Statistical Efficiency Act of 2002, Riob107347, tit. V, 116 Stat. 2899,

2962 (2002) (codified at 44 U.S.C. § 3501 note (2013)).

17 FED. COMM. ON STATISTICAL METHODOLOGY, STATISTICAL POLICY WORKING PAPER 22 (SECOND VERSION),

REPORT ON STATISTICAL DISCLOSURE LIMITATION METHODOLOGY (Dec. 208),
https://fcsm.sites.usa.gov/files/2014/04/spwp22.pdf.

18 See, e.d0NAT& RESEARCH COUNCIL, EXPANDING ACCESS TORESEARCH DATA: RECONCILING RISKS AND
OPPORTUNITIES(2005)NAT& RESEARCHCOUNCIL, PUTTING PEOPLE ON THE MAP: PROTECTING CONFIDENTIALITY
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should encompass the range of threats to privacy, the vulnerabilities that exacerbate those threats, the
likelihood of disclosure of information given those threats and vulnerabilities, and the extent, severity,
and likelihood of harms arising from those discloSufesprivacy risks and harms are difficult to
predict as data are accumulated, combinedsaddn a wide variety of contékemd data release
programs often fail to address risks identifiguin the scientific literature on privacere are

many examples of individuals being identified in datasets despite the data havindebéfedde

using common practices such as removing or generalizing sensitRrenfiglddition, these
techniquessignificantlyreduce the utility of dataOn the whole, abust dedentification of
individualleveldataby traditionalstatisticatlisclosure liitation techniqueis quite difficultpften

provides limited or no realvorld privacy protectiomndnarrowsthe scopeof possible uses of the

data?® These issuese at the center of current academic and policy discabsionsow to balance

the privacyrisks and utility of diglentified data when sharing it with third patties.

Theseand relatedhallengeimdicatehat a more sophisticated approach to data releases is needed
to providestrongprivacy protection for individuals and to improvaeutiiey of data madeublically
availablé By aggregating datamerging privacgware techniques such as synthetic data, data
visualizations, interactive mechanisms, and multiparty computataffes both better privacy and
utility in certain cont&®® Yet current laws and policies do not provide much guidance to agencies
regardinghe implementation strongeprivacy protections in their public releases of 'dedéen

WITH LINKED SOCIAL-SPATIALDATA (2007) [hereinaftddAT& RESEARCHCOUNCIL, PUTTING PEOPLE ON THE MAP];

NAT& RESEARCH COUNCIL, BEYOND THE HIPAA PRIVACY RULE: ENHANCING PRIVACY, IMPROVING HEALTH

THROUGH RESEARCH(2009)NAT& RESEARCHCOUNCIL, CONDUCTING BIOSOCIAL SURVEYS COLLECTING, STORING,
ACCESSINGAND PROTECTING BIOSPECIMENS ANDBIODATA (2010).

19 SediscussiomfraPart Il.

20 HELEN NISSENBAUM PRIVACY IN CONTEXT: TECHNOLOGY, POLICY, AND THE INTEGRITY OF SOCIAL LIFE (2010);

Ira Bloom,Freedom of Information Laws in the Digital Age: The Death Knell of Inf@Rnatioh [R&VEEYH., Article

No. 9 (2006); Amanda Conley, Anupam Datta, Helen Nissenbaum & Divya Sinstaimang Privaagy Open Justice in the
Transition to Online Court Records: A MultidisciplindyMopquiriRev. 772 (2012); Teresa ScaBsa@acy and Open
GovernmeBFUTURE INTERNET 397(2014), http://mwww.mdpi.com/1998903/6/2/397/htm.

21 Seee.g.Latanya SeeneyMatching Known Patients to Health Records in WashingiDatStBtes&mtd ab, White

Paper No. 108%, 2013), http://www.dataprivacylab.org/projects/wa/1Qgalf; Amitai Ziv,l sr ael 's O0Anony
Statistics Surveys Aren't So Andiyarenz (Jan. 7, 2013, 3:26 AM), http://www.haaretz.com/news/national/tsrael
anonymoustatisticsurveysarent-scanonymoud .492256.

22 See, e.glon P. Daries et aPrivacy, Anonymity, and Big Data in the SocidDUktiendasy. 14, 2014,
https://queue.acm.org/detail.cfm?id=2661641.

23See, e.Baul OhmBroken Promises of Privacy: Responding to the Surprising Failuré o) Ahaniini Retiod 701

(2010).

24See, e.4nn Cavoukian & Khaled El Emam, Info.&Paicy Co mmoé r o fDisglfing e Myths Sur®andirgd a ,
Deidentification: Anonymization Remains a Strong Tool for Rinteriag PEVEESIGN 227(2011); Ohmsupraote

23 Felix T. WuDefining Privacy and Utility in Da@48ef30L0.L. Rev.1117 (2013); Jane Yakowitagedy of the Data
Commara5HARV. J.L. & TECH. 1 (2011).

25 Sedetter from Salil Vadhan, Vickysdph Professor of Computer & Applied Mathematics, Harvard Univ., et al. to
Depdt of Heal th & Human Servs. et al ., Re: Advance N
Protections (Oct. 26, 2011), http://www.dataprivacylab.org/projects/irbafagdf.

26 Sedd; see also,,e&Sgtkartar K. Kinney et dlgwards Unrestricted Public Use Business Microdata: The Synthetic Longitudi
Business Datali@sefor Econ. Studies Discussion Paper-@P91-04, 2011), http://www.census.gov/ces/pdf/CES
WP-11-04.pdf; Ashwin Machanavajjhala ePaivacy: Theory Meets Practice qr2th&ERBAPNTE CONFERENCE ON

DATA ENGINEERING 277 (2008), http://www.cse.psu.edu/~dkifer/papers/PrivacyOnTheMap.pdf.

27See, €ld.SGENERAL ACCOUNTING OFFICE, GAO-01-126 SPRECORDLINKAGE AND PRIVACY:ISSUES INCREATING

NEW FEDERAL RESEARCH AND STATISTICAL INFORMATION 105 (Apr. 2001),
http://www.gao.gov/new.items/d01126sp.pdf.
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together, the laws, policies, and practices compelling and constrainingegbweteases of
information often create uncertainty, discourage data sharing, and fail to adequately protect privacy.

ThisArticleprovides an overview of current practices for releasing government data and identifies
gaps and inconsistencies in the Irandf personal information. To begin to address these issues, it
outlines a framework for a modern privacy analysis that takes advantage of recent advances in data
privacy from disciplinéscludingcomputer scienégstatistics; and law’? and considethie nuances
of dealing with differertypesof data and finely matchipgivacy controls to the intended uses,
threats, and vulnerabilities of a reledlds frameworkprovides broad guidance for a systematic
analysis. Although the state of the art gesvino silver bullets and precludes a mechanistic approach
to privacy, it does offer many promising new interventions. We catalog these proposed interventions
and offer a framework for selecting feasible agress all stages of the information lifedyole,
collectionthroughpostaccesdgpr the design dd privacyawarelata release mechanism

I. OVERVIEW OF CURRENT PRACTICES FOR RELEASNG GOVERNMENT
DATA

Federal and state governments release information to the public through a wide variety of
mechanisms that reflect the distinct actors, objectives, legal and regulatory contexts, and institutional
capacities at play in each setting. Some releasadeapgsuant taequestfor record. For instance,
federal, state, and municipal government agencies frequently release information in response to
freedom of information requestsadeunder FOIA! or a corresponding state law. Governments
also release information through registries, available to the public onkperswnirat a local
government office, which serve important funcsanhk agroviding, among other things, evidence
of births, detlhs, marital status, and property ownership. Through official statistical records, such as
those produced by the Census Bureau and the Bureau of Labor Statistics, governments analyze and
disseminate essential statistics related to the American poputaéoonamy. In recent years, e
government and open data laws and policies have emerged as the latest mechanisms of release
Federal, state, and municipal governments are implementing such prograygsrarglthe rapid
release of large quantities o&dat online inspection or downldagthe public

Government agencies attempt to protect the privacy of individuals whose information may be
present inhese date releasEsr examplenagency might redact certain identifiers such as first and
last nanes omightwithhold the release of a record entirely. In somearasg®ncis bound by
regulations requiring strong confidentiality protectiomsHfecting and releasingprmation about
individual responden¥ayhilein other casesn agencynaynot be required to prevent the release of
personal informaticatt all Regulatory requirements and the choimdedse mechanism often dictate
the agencydés approach to privacy. However, 1in
are facinghallenges that call for a more nuanced and systematic approach to releasing data.

28See, e Gynthia DworkA Firm Foundation for Private Data AB&GGI8MUNICATIONS OF THEACM 86 (2011); Erica
Klarreich,Privacy by the Numbers: A New Approach to SafegSasimgriDaAaERICAN QUANTA MAGAZINE, Dec.
31, 2012; Ori Heffetz & Katrina Ligéttjvacy and DBi@sed Rese&8h.ECON. PERSPECTIVES/S (2014).

29See, e.iylachanavajjhala et silipraote26

30See, e.yVu,supraote24.

31Se& U.S.C. § 552 (2013).

32See, e.Gonfidentiality Information Protection and Statistical Efficiency Act of 2002, Pub. L-3&x, 107V, 116
Stat. 2899, 2962 (2002) (codifietttdt.S.C. § 3501 note (2013)).
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Al FOUR BROAD CATEGORIESOF GOVERNMENT DATA RELEASES

To provide an overview of the range of current practice, we conducted a broad literature review
of academic articles andr/gmment publications describing releases of information about individuals
by US federal, state, and local agencies, and the laws and policies governing suth tteledises.
analysis of theeleases suggested classifyingititerfour broad categies® responses to freedom
of information and Privacy Attequest$traditional public and vital recoftisfficial government
statistic$! and egovernment and open government initiatiVEsese categories are not meant to be
exclusive. For exampéeyelease of data in an open data initiative typically relies on a freedom of
information law as the legal justification for the retessgects of both the freedom of information
and the open government categaviééapply to the analysis of sudleleaserhis Article uses the
broad categories introduced in tRet as well as specific cases of data releases within these
categories, to explore approaches adopted by governments, associated challenges and shortcomings
and potential ways in whialrent practices might be improved.

1. Freedom of information and Privacy Act requests

Governments are required by lawaatinelymake certain information available to the public.
Oneway they dthis is by responding to requests for information submittedant to the Freedom
of Information Act, the Privacy Act, and various complementary federal alzdvstaitsnmonly
known as freedom of information aaunshiné laws®*® In combination,htese laws are intended to
strike a balance between the publicdés right t
the governmentds i nterest thereleases fvlachaoadld hdrimng s e |
protected individual, commercialgovernmental interests.

The Freedom of Information Act was enacted in 1966 to promote transparency and accountability
in government, enabling the public to review information collected using public funds and examine
the data upon which many policymakiegisions are matieThe FOIA process is used very
frequently, with requests acrali$ederal agenciéstaling714,231 in 20¥4FOIA empowers any
person,includinga noncitizen, to obtain copies of records held by federal executive agencies by
following a simple request proceddféOIA does not require the requester to specify a purpose or
public interesjustification; indeed, a majority of FOIA requestsnade by businessefor

33This categorization excludes data that does not describe humans or human activities. It also excludes information that
is not directly collected or managed by government, even if it concerns government actors. Fireepenauie of

tweets of government officials is outside the scope of this classification scheme.

34Privacy Act of 1974, 5 U.S.C. § 552a (2013).

35See infBectionl.A.1.

36See infectiorll.A.2.

37See infeectiorl.A.3.

38See infzectiorll.A.4.

39See, e.Government in the Sunshine Act, 5 U.S.C. § 552b (2013) (rexgeincyg meetings to be open to the public

unless covered by a specific exception); Classified National Security Information, Exec. Order 12,958, 3 C.F.R. 333 (1996)
(prescribing rules for oclassi fyi nrgmatsiaofneégjuar di ng, and
40Sedohn Badger Smith, Commédplic Access to Information Privately Submitted to Government Agencies: Balancing the
of Regulated Businesses and i@Wdblit.. REv. 331 (1982).

41Seéred H. Cate et alhe Right to Privacga t he Publ i cds Right to Know: The 0
Act 46 ADMIN . L. REV. 41 (1994).

42U.S. Dept. of JustideQIA Data at a GlaficEY 2009 Through FY 2MH@IA.Gov, http://www.foia.gov/index.html

(last visited Apr. 23, Z)1

43See,e.g. U. S. Depd6t of Justice v. Reports Comm. for Freedc
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commerciateason$ Similarly, state freedom of information lawsmgdlg do not permit agencies

to restrict access to information based on the purpose of a request, and various state courts have held
that doing so would be impermissibiessauthorized by statuteBy defaultall responsive records

must be disclosegaon request unless an applicable exemptioraspralacy’® appliesFOIA does

not require agencies to notify any person whose information is to be released, mvetehit

an individualan opportunityto contest the disclosure. At the state ,lebelre are limited
circumstances under which individuals are entitled to shield their personal information from public
releasen response to a freedom of information reql@stexample, a New York state law grants
handgun permit holders the right t¢ opt of the disclosure of their personal information under the
freedom of information law if they submit an application and an attestation of concerns about personal
safety or harassmestated to the release of such informdfiBome state freedom ofarmation

laws also expressly allow victims of crimes to shield their personal information froffi release.
Ot her wi s e, the burden of protecting an indiuvi
holding the information, rather than with thdividual subject of the data. Furthermore, once
released, the information can be used for any purpoBeeawnedisseminated, and no efforts are

made to monitor access to the data or mitihadats at th@postaccesstage FOIA specifies
penaltiesdr government employees who fail to release information that is required to be released, but
there are no penalties for releasing information that should not have beef’released.

A companion law, the Privacy Act of 19™aycompel orbar disclosure of cerdssought
under FOIA. The Privacy Act generally prohibits federal executive agencies from disclosing personal
information about L& citizens and legal permanent residents that is maintained in a system of records,
except as authorized by ttetasubject’ It authorize$OIA-mandatedlisclosurg® but if a FOIA
exemption applies, an agency rost corresponding Privacy Aetemptiorand eithewvithhold
the records or release them with discrétibhe Privacy Acalsoenables data subjedb access,

44 Se€ate et alsupranote4l, at 65; Pacia M. WaldThe Freedom of Information Act: A Short Case Study in the Perils and
Paybacks of Legislating DemocratR3¥#aioes L.J.649, 66866 (1984).

45See,eDunhi | | V. Director, D. C. Dep6t othe déparanerd gf mgtor 4 1 6 A.
vehicles could not deny a marketer of personal information access to the contact information of drivers permit holders
because such a denial was not authorized by the statté€rawford, 194 F.3d 954 (9th Cir. 1999) (holdhag
unrestricted access to bankruptcy information, includi
among creditors regarding the fairness of the bankrupt
risk of faud and identity theft).

465 U.S.C. 8 552(b)(6), (b)(7) (2013).

47 N.Y. PEN. L. § 400.00(5)(b) (2014ke, e.Brie County Clerk, NYS Firearms License Request for Public Records
Exemption (Apr. 28, 2015), httpaivw2.erie.govlerk/sitesivww2.erie.gov.clerides/uploadsFOIL_Exemption_

Form.pdf.

48See, €.GAL. Govd CoDE § 6254(f)(2) (West 2015).

495 U.S.C. § 552(a)(4).

505 U.S.C. § 552a.

515 U.S.C. A 552a(b). A system of r ecormrddfanyagendydrbm ned as
which information is retrieved by the name of the individual or by some identifying number, symbol, or other identifying
particular assigned to the individual, 6 5 UlecBon@. A 552
grouping of information about an individual that is maintained by an agency, including, but not limited to, his education,
financial transactions, medical history, and criminal or employment history and that contains his name, arghe identifyi
number, symbol, or other identifying particular assigne
5 U.S.C. § 552a(a)(4).

525 U.S.C. § 552a(b)(2).

3Se§avada v. U.S. Depd6t of Def e nmligidualig éniitled®o a d&cungept unded, 9 (
FOIA and the Privacy Act, to withhold this document an agency must prove that the document is exempt from release
underbotts t at ut es. 6) (emphasis in original)118( 4184 (D.6.€Cir.Mar t i n
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review, and correct her information in government databases, unless an exemptibimpplies.
individual may submit a written Privacy Act request to access records abottAreesgdincy

cannot deny frst party requestnlessexemptions to bbtthe Privacy Act and FOI&pply If an

agency maintains an inaccurate record, fails to correct a record upon request, or otherwise fails to
comply with the Privacy Act in a way that adyeaffectsaan individual, she may bring a civil action
against thagency?

a) Types of information released

Freedom of information requests, appeals, and litigation have prompted the release of raw data
from administrative and oversight records, studies by government agencies, augpstutidy
public grants. For armple, FOIA litigatiopromptedthe 2009release of data from a National
Highway Traffic Safety Administration study on the safety risks of operating a cellphone while driving
andconsumer groups subsequently published the data online for publi¢’ iehee@enters for
Medicare and Medicaid Servidisslosegpayments made by pharmaceutical companies to individual
doctors and the brand names and quantities of medicatidasttrgprescribedand thelata were
published by a watchdog groupoinline seachable databasealong with visualizations and
investigative commentary on prescribing patterns and signs SfDaint a public debate about
gun control legislatioa,newspapers ed freedom of i nformation req
data, fom which it createawidely publicized interactive map showing the names and addresses
handgun permit holdefsGun owners vigorously objected to the publication of this map, and the
newspaper replaced the interactive map showing specific addresses with alstaicrtaghess
than a month latevhen the state legislature passedaltawng permit holders to request that their
personal information be shielded from release thelstate freedom of information faw

FOIA also serves as a disclosure mechanism for other laws mandating release of government
information. For instance, researchers engaged in fddadsty research are required to share data
with thesponsoringgency so that it calisseminatdata produced by the research in response to
FOIA request§

FOIA exempts the following records from mandatory relekssified records; internal
personnel records and agency memos; confidential trade secret oritfiioamatbn; medical or
other similar files, broadly interpreéfédat would constitute an unwarranted invasion of privacy; and

1987) (ol f a FOIA exemption covers the document s, but
el eased under the Privacy Act. o6)) .

545 U.S.C. § 552a(di@®).

555 U.S.C. § 552a(d)(1).

565 U.S.C. § 552a(g)(1).

57 See Matt Richtel, U.S. Withheld Data on Risks of Distracted NriwindIMES (July 21, 2009),

http://www.nytimes.com/2009/07/21/technology/21distracted.html.

58 Seelena Groeger et alpPollars for Docs: How Industry Dollars Reach YoqurPRDBOBMEA,

https://projects.propublica.org/docdollars (last updated July 1, 2015) (database of payments to doctors); Jeff Larson et

al.,Prescriber Checkup: The Doctors and Drugs in MeBiwaPesRerh Chttp://projects.propublica.org/checkup (last

updatedune 10, 2015) (database of prescriptions).

59Dwight R. WorleyT he Gun Owner Next Door: What YouTHRDUREBAL Know a

NEws(White Plains, N.Y.) (Dec. 23, 2012), http://www.lohud.com/apps/pbcs.dll/article?AID=2238P856.

60 See LoHud Removes Controversial Gun OwneMBCMap NEw YORK, Jan. 18, 2013,

http://lwww.nbcnewyork.com/news/local/JournblewsRemovesdistotPermitDatabas&un-OwnersRockland

Westchestel87525461.htnfincludes a video showing the feataféise original interactive map).

61Shelby Amendment, Pub. L. No.-209, div. A, tit. lll, 112 Stat. 2681, 2885 (1999).

62U. S. Depdt of State v. Wad®On(192.t on Post Co., 456 U. S.
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law enforcement records; among several other cat&gagiescies are permitted but not required
to withhold or redact recascthat fall within one of the exemptiéhand they are generally
encouraged to release exempted informatiion, w
State freedom of information laaiso sometimes contain an explicit presumption in favor of
disclosure. For instance, the California Public Records Act permits an agency to withhold a record
only as expressly exempted by the Adtér o0on t he facts of the part
served by naflisclosinghe record clearly outweighs thublic interest served by disclosure of the
recérd. o6

The Privacy Agprohibits the release of recomisintained by a federal agency in a system of
recordscontainngdb any i nf ormati on about an i ndiwkisthdual t
refers to oany el ement of data (name, numb e
photographs) which can beincluesast ¢ iitdeémrt iafsy oanr
item about an individu&l Federal courts have applied difee tests for determining whether a
particular piece of information falls within this definffiamd many government records about
individuals are not covered. Where it ap@giesgency must haweitten consent to release the
informationimplied oropenended consent is insuffici€tttowever, it can still releaselsrecords
without consenundertwelve enumerated exemptiowhich enablealisclosures to the Census
Bureau, law enforcement agencies, Congress, and consumer reporting agenciesfiemamong ot
recipienté’Anagencynay al so disclose information for an
its purpose for colleirtg the informatiori* Commentators have arguhdt this provision effectively
enables disclosewith very little restrictiof.

b) Standards for making release decisions

In determining whethénformationis exempted from mandatory disclosure under freedom of
information laws, agencies balance the public interest of disclosure agalnistv pridagya | s 6
interestsSandardgyuidingthis balancingave developed through judicial opinidin@ Supreme
Court has held that the public interest in disclosure outweighs privacy interests except where
di sclosures oOconstitute 0cl eafdngwherathdaeatstant e d o

635 U.S.C. § 552b(c) (2013).

64 SeeChrysler Corp. vBrown, 441 U.S. 281, 2884 (197 9) (hol ding that the | egi
interpretation that the [FOIA] exemptions were only meant to permit the agency to withhold certain information, and
were not meant to mandate nondisclosure6).

65U.S. Atorney General, Memorandum for Heads of Departments and Agencies Re: The Freedom of Information Act
(Oct. 4, 1993), http://www.justice.gov/oip/blog/feigpdateattorneygeneratenosfoiazmemorandum.

66 CAL. Govd CoDE § 6255 (West 2015).

67 Responsibilitefor the Maintenance of Records About Individuals by Federal Agencies, 40 Fed. Reg. 28,948, 28,951

52 (July 9, 1975).

68Compare, ggui nn v . Stone, 978 F.2d 126, 133 (3d Cir. 1992
information aboutra i ndi vi dual that is |inked to that individual
to information which taken al one dir ectwithye,gBogdfvilkSct s a ¢
Secby of thde N&w,y, 68609 IFLth Cir. 1983) (holding that in
of the individual invol ved in order to qualify as a 0]

o]
690 At a mini mum, the consent <c¢l| ause s heotsitofiwhishdesdosuret he ge
may be made. 6 Respon5| bilities for the Maintenance of
28,954,

705 U.S.C. 8 552a(b)(4), (b)(7), (b)(9), (b)(12) (2013).

715 U.S.C. § 552a(b)(3).

72See, e BobertGellmanDoes Privacy Law WarKECHNOLOGY AND PRIVACY: THE NEW LANDSCAPE193, 19899

(Philip E. Agre & Marc Rotenberg eds., 1997).

73Se®epd6t of the Air Force v. Rose, 425 U.S. 352, 382 (1
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privacy are omor e p a"Vetathas aso el that recorels need poocengainb i | i
ohighly personal 6 i nftolbencansidemad to loerprivédgngitivéi imat e d ¢
additionjth as est abl iusrhpeods ea0 Otceesntt rtahlatp di rects agen
of ficial gover nment activities but not per sot

restricted to the use of a particular person or group or class of persons, not freyt@viada

p u b f°*For exampleit did not requirdhe State Department to disclose the names of Haitian
nationals who had been interviewed by t8egbvernment, sin@ichdisclosirecould subject them

to OoOretaliatory action®oaindl 0amt ac ¢ichasdamieiny i a |
thatronruni on empl oyees have O0some nontrivial pri\
the influx of uniorrelated mail, and, perhaps, usrelated telephone calls or visits, that wouthfol

di sclosureé of their "ome addresses to a trad

State agencies sometimes interpret the privacy exemption standard to weigh strongly in favor of
withholding or redacting records and impropeflise taelease personally identifiable informéation
In oneexample, a county agedeyied a freedom of information requesnfomes and addresses
of handgun permit holdecgingprivacy and safety concermst a judge later ordered the county to
make the records availdBlm addition, courts haveeshl that information not easily traced to a
particular individual does not constitute an invasion of privacy. For ek@anpl€,. Circuit held
thatthe Department of the Navy erred in withholding the names and quantities of prescription drugs
providedta he Of fice of Attending Physician to the
that without more [information] the knowledge sw@wheoaenong 600 possible recipients was

probably using the drug . . . would lead to the conclusion that BeneficiX has 8 di seas
Neverthelessnisome cases, an agency may properly determine that sensitive information could be
inferred from a release; for exampl e, di scl o

acreage could enable athird partg@F n about a®Ifaaequestis drawn harrowiyn c e s .
such thatresponding tat would unavoidably disclose privaegsitive information about an
individual or redaction would otherwise not adequately safeguard privacy, an agency ntag withhold
records, or decline to confirm or deny the existence of any responsivé*records.

There is evidence that the standards articulated by the juadibiangh thegrovide support for
litigation of FOIA appeals, have very little impact on the releasiendeof administratoiia
practicé* Rather, cadey-case determinations regarding the information to withhold or release in

741d.at 380 n.19.

75U. S. Dep6t of State v. Wa&HMmM8A)gt on Post Co., 456 U. S.
76Sed). S. Dep6t of Justice v. Reporter so74Caa4mngo (1989)r Fr eedonm
77U. S. Depod6t of St atdé(1991). Ray, 502 U.S. 164, 176

78U . S . tofDefpvdFed. Labor Relations Auth., 510 U.S. 4805(0D094) (emphasis omitted from first quotation).
79Sedartin E. Halstuk & Charles N. Daviibe Public Interest Be Damned: Lower Court Tré&apuatensf@mmmittee
0Centr al rmilatioriptAos/s .4. REV.O83¢2002).

80Jorge FitGibbon,Putham Must Release Gun Records, Tudge@ays. NEws(White Plains, N.Y.) (Mar. 5, 2014,

11:16 PM), http://www.lohud.com/story/news/2014/03/05/jourrraéwsputnamgunmaplawsuit/609798.

8lArieff wv. U.S. Depd6t of Navy, 712 F.2d 1462, 1467 (
82See,eblul ti Ag Media LLC v. u. S. Dep6t of Agric., 51
83Se®epdt of the Air For ce sealsoR@audiov. S62Fec. AdmB., No3CvAZH 3 8
1911, 2000 WL 33379041,a698 ( S. D. Tex. May 24, 2000) (affirming ager
of records of investigation of named administrative law judge).

84 See, e.fgillian R. BeVielnformation About Individuals in the Hands of Government: Some Reflections on Mechanisms fo
ProtectiohWmM. & MARY BILL RTS. J.455, 495 (1995).
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response to a FOIA request often vary accordi
official making the decisién.

c) Privacy interventions in use

In general, gencies protect privacy by withholding or redacting identifiable or sensitive
information about individualBOIA requires g@encies to provide requesters with any reasonably
segregable, naxempt information coained inresponsivalocuments andtrongly encourages
themto indicate the amount of information redacted from each document, if technically feasible and
if doing so would not harm the interest being prot&cléte types of information commonly
redactedncl ude an i ndividual 6s name, Soci al Secu
telephone number, criminal history, medical history, and employment’ isgmge cases, state
freedomof information lawsimilarlyprohibit the release of iderdlfie information such as the
names, addresses, and telephone numbers of victims contained within polié&Agenmiss
sometimes take additional steps beyond withholding or redaction to protect daiasttiey
sensitive. For example, when releastigduallevel data about taxi trips, the New York City Taxi
Commission attempted to protéct X i privacyvbg obsc@ring all hack license numbers and
medallion numbers in the released set aoftdateeverthe commission used a simple hash functio
thatultimatelyprovided ineffective privacy protection.

TheP r i v a crgdress enechasisms are widely considered Teeakforce her rightan
individualwould haveio be aware of her rights under the Act, monitor governmental uses and
redisclosureof her personal information, identifijproperagency actions, asdethe agency in
federal cou®® Even thentheAct limits potential remedies to injunctions requiring an agency to

correctthei ndi vi dual s record or t,or agualoddmages if thee c o r
individual demonstratésatt he agencyds intentional or willf
herAs Paul Schwartz has argued, this means 1in

rights under the Privagyt face numerous statutory hurdles, limited damages, and scant chance to
effect [ si c] an ¥Q@renappeal@curt, ovirstareddldt hehawainorma.g@n
negligent actions did not violate the éan thougtthe trial court had found dhthe privacy
violations ha¥® been osubstantial .o

Freedom of information laws adurdensome mechanism for releasing informateedom
of information decisions are discretionary, the management of requests and compliance is

85 Lotte E. Feinbergylanaging the Freedom of Information Act dmidrreteral Polig§yPus. ADMIN. REV. 615, 617
(1986).
86Se& U.S.C. § 552(b) (2013).

87See,ed.. S. Depdét of State v. Washington Post Co., 456 U. .

549 F.3d 62, 65 (2d Cir. 2008).

88 Compare.g.ARK. CODE. ANN. § 1690-1110(c)(2) (exempting names of victims of crimes and immediate family
members from disclosure under freedom of informationniétug,. g CoLOo. REV. STAT. § 2472-304(4) (2011) (requiring

deletion of names and othdentifying information about sexual assault victims, but not victims of other crimes, from
criminal justice records before release).

89Se®an GoodinPoor Iy Anonymized Logs Reveal NYC Cab Disi versé®o
Driver Details for 173 Million Taxi, ARSI ECHNICA (June 23, 2014, 11:25 AKtip://www.arstechnica.com/teeh
policy/2014/06/poorlyanonymizedogsreveahyccabdriversdetailedvhereaboutd/ijay Panduranga®n Taxis and
RainbovisLessons from YR 6 s | mproperly An aviepumi z(Jume 2170 a 2014), Logs
https://medium.com/@Vvijayp/oftaxisandrainbowsf6bc289679a1.

90See, e.BeViersupraote84, at 47682.

915 U.S.C. § 552a(gfi(@).

92 Schwartzsupraote8, at 596.

93Sedndrews v. Veterans Admin., 838 F.2d 418, 4211 @R5Gjr. 1988).

12

d
L



DRAFT

decentralized, and theeelittle oversightThese realities engen@atensive delays, sometimes
amounting to years or even decatties hampethe effectivenessf freedom of information laws
Procedures for requesting and receiving large sets of data are asti@fiaient. To illustrate, a

data analyst who recently sought data about New York City taxi trips was required to purchase and
deliverto thetaxic o mmi s s i can inspened 200 GBeapacity hard driveremteturn to

retrieve the hard driv® which he files had been add# following day?Agencies are continually
experimenting with new ways to make the FOIA process more efficient. Federal agencies are now
required to host frequently requested records in electronic reading rooms ot° libr2@i&2 the
government launched FOIlAonlitiea webbased tool to help users track the progress of open
requests, communicate directly about their status, and access documents that have previously been
released. These inefficiencies are also a motivabngdtiaotg the deployment of government open

data platforms, discussed befow.

2. Traditional public and vital records

State governments have historically made certain records available for inspection as public and
vital records. Examples include birth aradideertificates, voter registration records, arrest records,
civil and criminal court records, bankruptcy filings, professional and business licenses, and property
ownership and tax assessment records, among many others. The public availabiliecofdhese r
promotes the transparencygaivernmental proceedings, actions, and decisions and the facts and
rationalesunderlying these decisions; enables certain transactions such as selling property or initiating
lawsuits; and helps individuals learn monet globlic officials and the people withomthey are
considering entering into relationships of trust, such as job candidates or childcare préfessionals.
Public records help members of the public, including journalists, learn about criminal and police
adivity in their neighborhoods, investigaeprevalencef public safety issues they encounter, and
advocate reforms based on the patterns they di§€si@never, the release of information from
public records is sometimes controversial, as evidericegblylic outcry and lawsuits that followed
the publication of online maps showing the names, locations, employers, occupations, and
contribution amounts of individuals who financially supported a ballot initiative bannsexsame
marriagé® Journalistand LGBT advocates obtained these records under a state campaign finance
disclosure law intended to promote transparency in elemidithgnpublishedhe records in a way
that reportedly led to some &ssment and intimidationdidnors'®

941n 2014, the total backlog of FOIA requests across the federal government was 159,741. U.S. Degumfalustice,
note42

95 Chris Whong,F Ol Li ng NY Cd s, Blos x(Mar. I8 2014), btgpi/vaww.chriswhong.com/open
data/foil _nyc_taxi (describing the authorf6s experience
Law).

96 See, €.¢rOIA Library U.S.CENSUs BUREAU, http://www.census.gov/about/policies/foia/foia_library.html (last
modified Oct. 10, 2014).

97 FOIAONLINE, https://foiaonline.regulations.gov (last visited May 6, 2015); Nicole Jdkgearies Launch Public
FOIA WebsiteFEDLINE (Oct. 1, 2012), ttp://fedline.federaltimes.com/2012/10/01/agenclaanchpublicfoia
website.

98 See infraSection I1.A.4.

99 Se®aniel J. Solové&ccess and Aggregation: Public Records, Privacy, and86»MQanstitRien1137, 1176

(2002).

100See id.

101Se®rotectMarriage.com v. Bowen, 752 F.3d 827, 835 (9th Cir. 2014).

102 SeeBrad StoneProp 8 Donor Web Site Shows Disclosure-HdyedisS&ond.Y. TIMES (Feb. 7, 2009),
http://www.nytimes.com/2009/02/08/business/08stream.html.
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Public recals are being made more widely available through increasingly digital and open
mechanism3A significant byproduct is the depreciation of the practical obscurgpdéatfered
some protection to the personal information in these ré€atistorically, thereverepractical
barriers limiting access to vital and public recqrds ashe necessity of visitirglocal officen
person during regular business hauphysically search and inspect available ré¥drosating
records of inteest through this process could involve trips to multiple offices and significant
expenditures of time and money. In addition, some agencies have traditionally offered to perform a
search and mail relevant records to a requester, assessing a feeirigr feeaetd producing
photocopies of the relevant records. Over time, as these records have been digitized, data managemen
costs have fallen, and data have been increasingly made available online, the barriers to access hay
diminished significantly foorae agencies and types of records. Many public records can now be
remotely located through a searchablebaséd interface, viewed immediately, and easily linked to
information from other sourgabBough access restrictions vary by court and by juisdibg State
of Virginia, for example, maks&smerecordsfrom selected courtsailabléo the publigdhrough
secure remote access systeunich require prospective users to provide their contact information to
t he | ocal ¢ ount ypereanbnghrsbgcptioa fied, and sign anpgeemeat prdroiging
not to sell, redistribute, or use the data for improper or illegal pdiposesntrast, the State of
Rhode Island makes electronic court records available to the public through courthotese comp
terminals, bugrantsremote access only to attorney® areadmitted to practice the state and
have registered for remote access and signed a subscription dft8emestate and locafencies
will disclose information only in responsatgetedequests for individual records, while others will
provide information in bulk. In addition, some agencies sell records to commercial information
brokers, within turn manage systems that host the informatfealrasednline databases. Private
companies, such as data brokers and app developers, are compiling information from public records,
combiningt with information from other sources, and repackagircghi@nednformation as new
products or services. LexisNexis, for example, providedbasagafor mining over 36 billion public
records collected from state agenties.

a) Types of information released

Depending on the jurisdiction and the type of record, the scope of personal information released
in public records may vary. Vital records such as birth, marriage, divorce, and death records often
include an individual 0s thnandnaddresy Papattment, of oot e a1
vehiclerecordgenerally ncl ude this information plus an ind
status, height, weight, eye color, and photog
Social Secuyinumbers, as well as detailed records of the extent of an injury. State employee personnel
records may include job titles and sald@ieperty ownership and tax assessment records typically

103See genefiallyid R. @ B r i e Imtegeating Approaches to Privacy Across the Research Lifecycle: When Is Information
PublicAWorking Paper, Mar. 27, 2015), http://www.ssrn.com/abstract=2586158 (discussing the gap between
expectations of privacy and the increasibticoavailability of personal information).

104See, e GAL.VEH.CoDEA 1808 (a) (West 2015) (o[ A]l]bstracts of acci
shall be open to public inspection during office hours.
105See, e.Bemote AccessCBiteOF CHESAPEAKE CLERK OF CIRCUIT COURT, http://www.chesapeakeccland.org (last
visited Apr. 28, 2015) (oproviding access to |l and and
106See Access to Case InfpRAathanl SLAND JUDICIARY, https://www.courts.ri.gov/Pages/accesaseinfo.aspx (last

visited July 13, 2015).

107Sed®rochure, LexisNexis, Ten Compelling Reasons to Rely on LexisNexis Public Records as You Research People,
Businesses, and Locations (2012), http://www.ledsscem/pdf/Ten Reasons_Corp_Gov_FINAL.pdf.
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contain information, such as size and assessment valupédilota h e owner 6 s fi nanc
Arrest record€®and sex offender databases may contain names, datesanfdphthtographs, and

this information may be made available to the ghhdicgha searchablenlineweb interfac&®

Mug shots from police department records are generally deemed to be public records open to
inspection, though some jurisdictions exempt them from disclosure or prohibit third parties from
misusing the imagésg.by making it a crime t@publish the phtographso a web site that charges

subjects of the photos a fee for remd¥al)

b) Standards for making release decisions

A patchwork of state and local statutes, common law, and administrative practices govern access
to and use of vital and public recoftate courts determirfeetscope of information relegdmut
actual release decisions are matiemdividual agencies that maintherecords. Decisions about
how different types of records can be accessed by the public, such as whether thajevad e
person, by mail, or online, are typically madgérycyemployees. In evaluating ageaoslégase
decisios, courts balanden d i vri idgitatl sto pri vacy against the p
Supreme Court ha gighhteihsdectcdurarecortishseverypstrong andréoged in
othe citizends desire to keep a watchful eye
publisherds intention to publish i'™Bubacouttat i on
may properly decide to prohibit access to sensitive personal information contained in its records, based
on O0Oa discretion to be exercised in |ight of
c a s'&staté and local public records lawsadnly provide weak protection for individual pritfacy,
and judicial opinions provideanguidance foragendies r el ease deci si ons

c) Privacy interventions in use

Practices for restricting disclosures of personal information from public records vang &zcord
jurisdiction andecordtype. Some states restrict access to personal information example,
prohibiting commercial uses such as markétng requiring individuals seekidlicrecords to
pledge not to use the information for solicitabormarketing'®> Federal law also restricts the
disclosure of state public recordafewn ar r ow categories. The™Driver

108 See, e.4ND. CODE 8§ 51435 ( a) (2015) (making available for inspe

identifying information such as name, age, and address; charges; and information retitmgrstmees of arrest).

109See, g.plaine State Poliddlaine Sex Offender Registritp://sor.informe.org(last visited Aug. 16, 20{Blovides

a full name, date of birth, photograph, town of domicile, placeptdyment, and list of convictions for sex offender

registrants)

110See,e@aL.Civ.CobDEA 1798.91. 1(b) (West 2015) (o0lt shall be unl

or otherwise disseminating a booking photograph through arpgiettoonic medium to solicit, require, or accept the

payment of a fee or other consideration from a subject individual to remove, correct, modify, or to refrain from publishing

or otherwise di sseminaMNNER®RT.§13.824(60bbo ki 2@1lpdhotdBEX aphmt 69 S
., a booking photograph is public data. A law enforcement agency may temporarily withhold access to a booking

photograph if the agency determines that access will ai
11INi xon v. Warner Commcdns, Il nc., 435 U.S. 589, 598 (19
1121d.at 599.

113See, e.8olovesupraote99, at 115472.

114See, e.WA. CODE ANN. § 46.2208 (authorizing release of Virginia driver record information for narrowly defined
business purposes but pr chalibé usedyfor solicaation of gate$, marketing, br othen f or
commerci al purposes. 0)

115See, €.6AL. Govd CoDE A 6254(f)(.3) (2014) (prohibiting use of al
product or service . . . and the requestershae x ecut e a decl aration to that eff e
116Dr i ver 8s Privacy Protection Act of 1994, 18 U.S.C A
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for example, prohibits state departments of motor vehicles from disclosing personal information from
their mdor vehicle records, except under limited circumstances such as release to marketers with
s u b j cersentd Llsaws such as the Family Educational Rights and Pri&&RR&)' and the

Health Insurance Portability and Accountability (B&PAA)™® prohibit the release of certain
education and health caeeordsrespectively. Outside of these narrow restrictions, public records
are generally mafteelyavailable. In light of state data security breach laws and growing complaints
from the public androm privacy watchdog groups, government agencies and cogrswang
increasingly concerneath protecting the personal information contained in their records, and are
exploring new ways to limit public access to sensitive information.

Birth, marriage, amtkath certificates are typically available only to the person to whom the record
pertains, or to certain family members or representatives of that person, for some extended period
after the event such as 100 years after birth or 50 years aftekftbrdltat periodthey become
publicly available. Depending on the state, voter registration recordacoeydilele only political
candidates and parties, or may be pamdicisabléor any purpose, including commercial purposes.
Federal judges sometsriese protective orders shielding information from disclabatenight
cause an individual dbannoyance, embarftlmssment
particularly sensitive circumstancstsoutweaghcour t
the publicds r i g hherecordsof @ ipreceddiagsan allew aaparty tesas a |
pseudonym. In other cases, a court may hold that the public intdiesibsureoutweighs the
privacy interests. For example, a judge orderageany to release citations for violations at state
facilities for persons with developmental disabilities because a state law clagsifieqstsgpublic
records? In addition, it required the records to be releaseaistin full, subjeconlyto redaction
of the names of the individuals receiving seftices.

Many examples demonstrate the difficulty of making release decisions and adequately safeguarding
personal information when bound by state public records laws. For example, in 2003,dleglcounty
for aVirginaicourt digitized many of the courtds pub
When legislators and privacy advocates objected citing the presence of Social Security numbers, date:
of birth, and maiden names in the records, tlgggmowas suspended so a task force of government
attorneys, legislators, privacy experts, and citizens could review and change'thieheystmmty
clerk argued thahe public records law would have to be amended for him to e eddact
personalriformation from court records or require individuals to state a permissible purpose before
being granted accé¥dle alscexpressedoncern that rejecting an application for access, even one
from an individual who had a prior conviction for fraud, cosuidt ra a lawsuit for faileto comply
with the public records lat.

117Family Educational Rights and Privacy Act of 1974, 20 U.S.C. § 1232¢g (2013).

118HIPAA Privacy Rule, 45 C.F.R. pt. 160 subpts. A & E of pt. 164 (2014).

119Seé&ED.R.Civ. P.26(c).

120St at e Depo6t of Pub. Health v. Superior Court, 342 P. 3
1211d.at 1223citingCAL.HEALTH & SAFETYCODEA 1439 (West 2015) (0[ T]lhe names c
records, except the names of duly authorized officers, employees, or agents of the state department conducting an
investigation or inspection in response to a complaint filed pursuant to this chapter, shall not be open to public inspection
and copiesofsuchecor ds provided for public inspection shal/l h a
122Se®an TelvockBoard Passes Resolution to Delay Remote Access of Public Court Records thaiFEsntats Personal Data
ToDAY, July 21, 2003.

123Id.

1241d.

125Id.
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3. Official statistics

Designated government agenaiepaeandreleasofficial statistical informatipsuch as census
records and labor statisti¢e support policy and business daass public transparency, and
scientific resear¢® Official statisticaare derived from tabular or relational data and measure
characteristics of individuals and organizations generated through interviews, questionnaires, and
other forms of data colleati. Derived official statistics, such as the unemployment imitex)
policy analysis and often have legal and regulatory weight in their olmerigehsus Bureau, for
example, in conducting the decennial census, collects demographic inforra®agsusex, race,
and ethnicity, from residents of the United States, supplementing and validdaitagctbieected
with administrative records such as tax, Social Security, and municipafréberdsatistics it
produces are used to draw politistricts, apportion seats in the U.S. House of Representatives,
distribute federal funds across the country, and guide the decisions of governments and businesses,
among many other usés.

Statistical agencies employ strict confidentiality protebacked by federal lawuch as the
Confidential Information Protection and Statistical Efficiency Act of 2002 (CIPS&Ajintain
publictrust, ensurelataintegrity, and promote the sustainability of statistical prodtameey
privacythreatis the dentification of an individual published datavhich typically is a violation of
law and threatens public confidencesih at i st i colekttionaagdeamalysie &f fpersonal
informationt* Public use data files released by statistical agencie®mcialpde linked to other
government or commercial data sources, such as voter registration files and social media posts, to
uniquely identify individudf Another threat is inappropriate integratiodifférent types ofiata
across multiple governmemganizations, which is legally constrainedv@unaded in part by the
publ i cds exp etegavdrnmentuses dlrsamlinfotmatian and general concerns
about government surveillaf@€ommercial firms are also concerned aifficital statistics leaking
theircompetitive informatiofi?

a) Types of information released

To inform public policy and academic resedstlstieal agencies release statistical summary data
to other agencies and to the general public. The Census Bureaursdaetises/data from its surveys
and censuses to the public. For example, it releases summary data on population by geographic area
which are used for congressional and state redistricting, as well as summary data on demographic

126See, e.fatabases, Tables & Calculators hy SuBjgrEAU OF LABOR STATISTICS http://www.bls.gov/data (last
visited May 26, 2015).

127 Sed.awrence H. Cox & Laura V. Zayain, Agenda for Research in Statistical Disclosurel 1.imdatimmAaL
STATISTICS205 (1995).

128 Sed).S.CENSUSBUREAU, MEASURING AMERICA: THE DECENNIAL CENSUSESFROM 1790T0 2000(Sept. 2002),
https://www.census.gov/history/pdf/measuringamerica.pdf.

129Confidential Information Protection and Statistical Efficiency Act of 2002, Rab107347, tit. V, 116 Stat. 2899,
2962 (2002) (codified at 44 U.S.C. § 3501 note (2013)).

130 SeeOFFICE OF MGMT. & BUDGET, IMPLEMENTATION GUIDANCE FOR TITLE V OF THE E-GOVERNMENT ACT,
CONFIDENTIAL INFORMATION PROTECTION AND STATISTICAL EFFICIENCY ACT OF 2002 (CIPSEA) (Oct. 2006),
https://www.whitehouse.gov/sites/default/files/omb/assets/omb/inforeg/proposed_cispea_guidance.pdf.
131See id.

132See, e.§weenegupraote21 (describing a record linkage attack eidelgtified health data using public sources).
133Se&tephen E. Fienberpward a Reconceptualization of Confidentiality Protection in the Context of Linkages with Admin
Record3J.PRIVACY & CONFIDENTIALITY 65 (2011).

134SeKinney et alsupraote26.
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characteristics such as ggeder, race, and ethnicity of the total population of the United>States.

The Bureau of Labor Statistics releases statistics on employment and unemployment rates at the
national, state, and local levels; average wages by geographic area and outupati@gea
consumer expenditures on food, clothing, and other purchases; among other'th&hsures.
National Center for Education Statistics provides statistics on primary and secondary school
enrollment by state; graduation and dropout rates; employrardtaverage salaries for teachers;
assessment scores in reading, mathematics, and science by state; rates of college enroliment; an
postsecondary degrees awaltded.

Agencieslisseminatdatain various ways, including as derived index data, aggrdieseor ta
sanitized microdata in public use data files, raw data controlled via a secure data enclave, or, to a lesse
extent, data made availabigine through query systeri$ln some casesgencies also make
availablenorecomplex derived tables ands fesquently, geographically aggregated data or sanitized
microdatal®

b) Standards for making release decisions

Producers of official statistics are concerned with a range of dsealeduend to be highly
conservative in releasing dataws specificallgstablish tandards for collecting and releasing
statistical dataAdditionallybased on regulatory requirementsividual agencies have developed
specific guidelines for implementing privacy and security saf€J@8H# specifieel standards
protecingthe confidentiality of data collected by federal agencies for statistical Jibposemry
objective ofCIPSEAIs to assursurveyrespondents that their information will not be shared with
oregul atory or tax a uators, qnyingtjouraaists, oc compmetitoess v8ho o n a |
mi ght wuse this informati on8SpecificalyeCIREEA protsche nt 0
data collected for statistical purpdses pledge of confidentiality to the respontéAs required
by CIPSHR, statistical agencies review géta to release to ensuihey do not contain information
in identifiable forn¥** Many statistical agencies such as the Census Bureau have disclosure review
boards, or panels of experts in disclosure limitation, wew each release of summary data, public
use data files, statistical estimates or model output, or other information to ensure that it protects

135 SeeU.S. CENsus BUREAU: 2010 CENSUS SUMMARY FILE 1: TECHNICAL DOCUMENTATION (Sept. 2012),
http://www.census.gov/prod/cen2010/doc/sf1.pdf.

136See, e.patabases, Tables & Calculators bygupul@et126

137See, €. GHOMASD. SNYDER & SALLY A. DiLLow, U.S.DEPT. oF EDUC., NCES 2018811,DIGEST OFEDUCATION
STATISTICS2013(May 2015), http://nces.ed.gov/programs/digest/d13.

138 See generhfyN WILLENBORG & TON DE WAAL, ELEMENTS OF STATISTICAL DISCLOSURECONTROL (2001)

(discussing in detail the statistical disclosure limitation methodologies used by governments when releasing data)

139See generally id.

140Confidential Information Protection and Statistical Efficiency Act of 2002, Pub. L.-Bi7 1tfi%/, 116 Stat. 2899,

2962 (2002) (codified at 44 U.S.C. § 3501 note (2013)).

141Sedlargo Anderson & William SeltZzeederal Statistical Confidentiality and Business Data: Twentieth Century Challenges
Continuing IsstesPRIVACY & CONFIDENTIALITY 7, 8 (2009).

142A st atistical purpose is defined as o0the description
identifying the individuals or organizations that comprise such groups; and includes the development, implementation, or
mai ntenance of methods, technical or administrative pr
CIPSEA § 502(9), 116 Stat. at 2963.

143 nf or mation in identifiable form is defined as o0any
respondent to whom the information applies to be reasonably inferred by either direct or indirect means. CIPSEA § 502(4),
116 Stat. at 2962.
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confidentialityFor i nstance, the Census Bureauds Discl
months befae the planned date of release, follows a checklist to identify discloStiy askessing

the statistical disclosure limitation techniques used and the public availability of similar information
that could be linked to the data, and recommends teghfogunitigating disclosure risRks.

The Privacy Act alsxempts the sharing @jjency records for statistical research or reporting,
aslong as thecordsar e otransferred in a f or“hOtherhamws i s n
may apply to theatistical activities of particular agencies such as the Internal Reventiéadrvice
the Social Security Administratiiicor example, Title 13 of the U.S. Code govem<ensus
BureauTitle 13pr ohi bit s t he agency f r bythe datalfuensredhyg o ar
anyparticul ar establ i shmen t°amndmprohibitsdhe use sfatistidal
data for any purposether than the statistical purposes for which it was suphiredddition, &
censusnformation potected by Title 13 confidentiality provisions is exempt from disclosure under
FOIA. However,Title 13 does naestrict access to or use of cemsigmation once it has been
publicly released by the Census Bureau.

c) Privacy interventions in use

Producers of official statistics employ a number of disclosure limtettmas Theirtechniques
generally differ for public udata (i.e., data made publicly available without restrictions on access or
use)andfor restricted use dafiee., data madeailable only with strict controle)generalCIPSEA
requires statistical agencies to ensure that the data are handled in a way that mahstiassréhe
risks0t hroughout the | i f e'@tatidestifiablé infdrnatoars reraotved st i ¢ a
before dissemination, and that all employees who have access to the protected data are supervised an:
controlled.To prepareublic use data files, agencies ofterove identifiable information prior to
publication byusng static statisticalisclosure controls such as aggregation, suppressgs,
addition,and recoding ahdividualleveldata, as well as tallgecific suppression and perturbation
methoddgor aggregate datdCommon techniquésclude redacting identifiers, coarseninguatis
such as location, recoding values as rounded values or intervals, swapping values in similar records,
truncating extreme values, and adding random¥idigencies makeauplic use data sets available

144 See, e.g. CENSus BUREAU, DISCLOSURE REVIEW BOARD (2001),
https://www.census.gov/srd/sdc/wendy.drb.fag.pdf.

145 Disclosure risk refer to an assessment of the likelihood that an adversary learns the identity or attributes of an
individual subject. Note thdhis term is used more narrowly than privacy risk, as disclosure risks characterize only
identifiability while privacy risks encompass the overall additional expected harm from a collection, storage, or

release action on the data.

146See id.

147Privacy Acbf 1974, 5 U.S.C. § 552a(b)(5) (2013).

14826 U. S. C. A 6108(c) (2013) (06No publication or ot he
authorized . . . shall in any manner permit the statistics, study, or any information so pubis$test],duotherwise

di sclosed to be associated with, or otherwise identify,
14942 U.S.C. A 1306(e)(3) (2013) (o[ S]Juch reports shall
orot her individuals. d).

15013 U.S.C. 8 9(a)(2) (2013).

15113 U.S.C. § 9(a)(1).

15272 Fed. Reg. 33362, 33371 (June 15, 2007).

153 See generallyS. CENSuUsS BUREAU, CENSUS CONFIDENTIALITY AND PRIVACY, 179@2002 (2003),
http://www.census.gov/prod/2003pubs/conmonp@f (describing Census Bureau confidentiality practices generally);
FED. COMM. ON STATISTICAL METHODOLOGY, supranote 17 (providing an overview sfatistical disclosure limitation
techniques such as perturbation, aggregation, and suppression).

154Se&ED. COMM. ON STATISTICAL METHODOLOGY, supraotel7.
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under open access terms without restrictiorserouredisclosur€his putsthe burdenentirelyon
the agency tmitigatedisclosure risks in the public use data files.

For restricted use data, researchers generally must apply foA &oess screening process
requiesthem to provide justificatn for their request and deberthe scope of their reseatth.
Some agencies conduct backgraowvestigationsn prospective researchers and hold theaheto
same confidentialistandardsbacked by criminal penaltiesgency employ®€®Re s eauseher s 0
of restricted data is limited to the purposes they specified, and exsteissado that necessary for
theproposedanalysis®’ Data use agreements often bind the researcher to specific use and disclosure
restrictions, and violations of confidentiality provisions may carry significant legal or even criminal
penaltie$® Agencies alsemploy technicaontrok on access and use vissearch data centers or
enclave$’or, less frequentlyemoteanalysis servers, which allow access to dynamically derived tables
and map&? Some large statistical agencies are also experimenting with emerging computational
techniques such as syntheti@adatd differential privacy. For example, the Census Bureau has
produced a tool called OnTheMap, which implements a variant of differential privacy to map
workforce related data in a privpogserving wa§: Statistical agencies oftemaluate the
effectiveess of their disclosure limitation technique®igrimng privacy impact assessments and
stagng reidentification attacks using available auxiliary data sets. For data users whose needs are not
met by the public use data files, an agency may haveam googenerate custom tabulatiamd
reviewthemby a disclosure review bobedore releasg thent®

Emerging challenges in this airedudethe rising speed of data collection and processing
(sometimes referred to as datocity,'®® heightenediata mtegratiort®* and increasing analgtic
sophisticatioff> Capabilities for linking statistical data to auxiliary data sources are improving, and
commontechniques for limiting disclosure risksgreatly diminish the utility of the ddtAgencies
are pressured to release data fastee cheaply, and in a way that allows a greater range of analysis,

155See, €.4.S.CENSUSBUREAU, CENSUSRDC RESEARCHPROPOSALGUIDELINES 1-12(2015),
https://www.census.gov/ces/pdf/Research_Proposal_Guidelindsglgstfribing the process of applying for access to
research data through the Census Bureau Research Data Center)

156See, e.gl.at 12.

157See, eJgl.at 1213.

158See, €.l

159 See, e.g. Federal Statistical Research Data , Cedt&s CENSUS BUREAU,
http://www.census.gov/about/adrm/fsrdc/locations.html (last visited May 28, 2015).

160See, e.flichael Freiman et alhe Microdata Analysis System at the U.S. Cedming Busge8TICAL MEETINGS
SECTION ON SURVEY RESEARCHMETHODS (2011) (discuisg) a Census Bureau remote analysis server currently in
development and providing an overview of similar systems that have been proposed or implemented).

161See, e.@nTheMajhttp://onthemap.ces.census.gov (last visited May 28, 2015).

162 See, e.@pediaTabulations Prograttps://www.census.gov/population/www/cen2000/sptabs/main.html (last
visited May 28, 2015).

163 SedEXEC. OFFICE OF THE PRESIDENT, BIG DATA: SEIZING OPPORTUNITIES PRESERVING VALUES (May 2014),
https://www.whitehouse.gov/sites/defauites/docs/big_data_privacy report_may_1_2014.pdf.

164 SeeGerald W. Gatesiow Uncertainty about Privacy and Confidentiality Is Hampering Efforts to More Effectively
Administrative Records in Producing U.S. Natiora $ritigtios§ CONFIDENTIALITY 3 (2011); Fienbergupraote

133

165Se€hristian ReimsbadtounatzeT he Pr ol i fer ati on of StsicgandSiatistical Agencigs: | mp
A Preliminary Analy@BECD Digital Economy Paper No. 245, 2015), http://www.ddmary.org/sciencand
technology/oecdligitaleconomypapers_20716826.

166See, e.Garl BialikCensus Bureau Obscured PersofaldDatell, Some, B&y L Sr, J.(Feb. 6, 2010, 12:01 AM),
http://www.wsj.com/articles/SB10001424052748704533204575047241321811712.
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including visualizations and data mining, and provides estimates for finer time scales and geographic
areas®’

4. E-government and open guviartiatives

Many governments have recently bdgwypiementing -government and open government
initiatives that oper at®lnligh oftachnolpgicahdvancep and o n o f
increasingublicdemands for datgpvernments now encoueaygenci es t o oOopubl i s
online in an open format that can be retrieved, downloaded, indexed, and searched by commonly used
web search applicatiang\dditionally, governments now encourage agencieptooact i vel y
modern technology to disseate useful information, rather than waiting for specific requests under
F Ol A°Godvernment agenciesaditteve$ are launching open data repositories, analysis tools, and
discussion forums, for viewing, manipulating, downloading, and discussingatsriges cguf
governmentlata. Thus,-government and open data programs represent a fundamental shift in data
releases.

In 2002, the federal government announced@uavernment Strategy aimed at improving the
transparency, effectiveness, and responsieégessrnmental services by leveraging digital storage,
computing power, Internet connectivity, and related advances of the informé&fitts agacipal
aims were to creatédtizencentered Esovernmendthat utilizes web services to improve ciiz&n
interactions with the federal government, and to make recordkeeping more efficient by digitizing and
coordinating information collection and storage across agencies and depaRBuitetig) on the
e-government efforts, President Obama issued the Gpeernment Directive in 2009, which
ordered all federal executive agencies to make available online as many nonclassified datasets a
possiblé’? Specifically, the directive required all agencies to publish at least three previously non
public datasets camning highvalue information to further agency accountability and responsiveness,
enhance public knowledge, further agency core missions, and create economic 6pficatsaity.
mandated that agencies identify additionalvhaigk information and prepaa timeline for
publishing this information online in open formatén 2011 the Obama administration
implementethe Open Government National Action Plardi@relopingiew online tools to increase
civic participation, updatecord management pracicenak information from FOIA requests
available online, increadeclassification of national security information, and iephav
implementation of open government plans across adérfieslly, m 2013, President Obama
signed an executive order dirgcthe implementation of an Open Data Policy across the federal
gover nment based on the ideas that ot he def
information resources shal |l theseinformpatiamresauncds mac h i
0 s h amdnagéd as an asset throughout its life cycle to promote interoperability and openness and,

167SedVilliam E. WinkleRroducing Pubbe Microdata that Are Analytically Valid and C(¥idsmi8ureau, Research
Report No. RR98/02, 1998), https://www.census.gov/srd/papers/pdf/rro802.pdf.

1680RSZAG supraote9; see, e §YC OPEN DATA, https://nycopendata.socrata.com (last visited June 29, 2015).
1690RSZAG supraote9.

170 OFFICE OF MGMT. & BUDGET, EXEC. OFFICE OF THE PRESIDENT, E-GOVERNMENT STRATEGY (Feb. 27, 2002),
https://www.whitehouse.gov/sites/default/files/omb/inforeg/egovstrategy.pdf.

1711d.at 162.

1720RszAG supraote9.

173Id.at ©8.

1741d.

175WHITE HOUSE THE OPEN GOVERNMENT PARTNERSHIP NATIONAL ACTION PLAN FOR THE UNITED STATES OF
AMERICA (2011)https://www.whitehouse.gov/sites/default/files/us_national_action_plan_final. 2.pdf
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wherever possible and legally permissible, to ensure that data are released to the public in ways tha
make the data easy t ¥ The xetuive ordec @lse seguirels hgenciesdon d U
o0osafeguard individual pr i v avbepimplemenngthie pobcy’t i al i t

a) Types of information released

The public release of data plays an essential role in these initiativedatnth#tdave already
been released by open government-gogdernment programs are extensive and wide rahgayg
incluce communications, representations of knowledge, facts, data, and opinions preagated in
mediunsandformas. For example, thaare offered in static datasets or irtirealstreams, provided
as tabular data or through data visualization tools, and contain datechgsetextual, multimedia,
sensor, or geospatial data. Federal, state, and local agencies are makasgta@medable online
in formats that are free, available for use on a variety of platforms, and open to ,thethpoudlic
restrictios. Journalists, civic groups, researchers, and citizeow abde to reuse data in new ways
that promote transpargn@nd accountability, improve the effectiveness and responsiveness of
government agencies, and create economic benefits.

Open data are also advancing the state of research and scientific knowledge. Social scientists are
increasingly obtaining data fronowggoment records, government organizations, businesses such as
telephone and utility providemsgdsensors such pablicthermal imaging cameras. For example, the
Boston Area Research Initiative seeks to promote original research by coevisaciglscience
modelbased approaches, data mining, and other big data methods that combine data from traditional
sources with sensor dafa’he Center for Urban Science and Progress at New York University also
uses big data methods and combinations of sersdsulett as thermal imaging) and administrative
data to guide urban policymaking and operatidmsddition, making rich data sources available for
free is one way that states and municipalities can attract technology companies to an area and bolstet
ther local economie® Third party data analysts and commercial firms use the data released by
government agencies to produce apps sucht@shgminute public transit tracking apps.

Increasinglygovernments are releasing ttataugh online data poaduch as Data.gavhich
the Obama administration | aunched in 2009 as
open data. Agencies proactively post data in raw, structured formats via Data.gov, and these data may
be downloaded for free and withany restriction on future U8As of May 2015, 83 agencies and
subagencies have publistweer 130,000 datasetsata.gov®though many of the datasets were
published by just a handful of agencies or are duplicates of datasets previously ylosted else

176Exec. Order No. 13,642, 3 C.F.R. 244 (2014) (Making Open and Machine Readable the New Default for Government
Information), https://www.whitehouse.gov/tpeessoffice/2013/05/09/executiveordermakingopenrandmachine
readablmewdefauligovernment

1771d.
178See, e.g. Dani el Tummi nel | i O6Brien, REcdmetrics in the Ag& of Big Batan , &
Measuring and Assessing 0 B,BostorAreaReseactiolmtstive VWbskingPgperM™No.lBi ni st
(2013).

179 Ses Steven E. Koonin, The Center for Urban Science and Progress,: The Promise of UrbtosI(20133,
http://cusp.nyu.edu/wpcontent/uploads/2013/07/CUSBverviewMay-30-2013.pdf.

180STEPHEN GOLDSMITH & SUSAN CRAWFORD, THE RESPONSIVECITY : ENGAGING COMMUNITIES THROUGH DATA-
SVART GOVERNANCE 78379 (2014).

181 SeeTriMet, Open Data Is Making TraBstter, One App at a ,TimeMET BLoGc (July 23, 2014),
http://howweroll.trimet.org/2014/07/23/operdataismakingtransitbetteroneappatatime.

182DATA.GOV, http://www.data.gov (last visited May 6, 2015).

183Id.
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online!®**In 2013, the Obama administration launched Project Open Data, an open source project for
implementing open data repositories and related tools for sharing, converting, visualizing, and using
data'® Project Open Data and similar projemts making datdncreasingly available through
application programming interfaces (AR}, their APlgjive third party software developers direct

access to data in formats that can be fed into consumer apps for smartphones and web sites, and, in
some casesnable use and analysis oftiesd data streants.

Sate, county, and loogdvernments are also implementing open data initlzdsed on the
federal gover nment 0s -nimosthted and fokeg cities andtaupntiehave 5, t
launchd open data portaf€ These open data porteddy on state public records laws to obtain and
publish business license records, crime incident reports, 311 service requests, building permits,
property assessments, restaurant inspections, and more. Mypecipdata can enable analyses
integrating large quantities of data from many existing observationallespn@zs by the public
availability of open datthird party developers ateeating applications that combine data from
multiple sources in wahat create value for the pubfiEor exampleRentCheck uses municipal
open data to generate a searchable, interactive map with which people can review 311 complaints and
inspection violations filed for individual New York City apartment butfdings.

At the same time, the release of these dafariiacyimplications. For instance, sensor data
collected in public places nevertheless may include activitn@ocuprivate property, as in the
case of sensors that monitor light and pollutants emittacfivatebuildings? In some cases,
government agencies routinely release data in selected formats or to selected parties, but the data ar:
then treated as pubiicsubsequent redisclosures iarlishking with other data in ways agencies may
not have aticipated. Although such data are often considered public records, the agencies are required
to make a determination of the effects of a disclosure on individual privacy. Data are also frequently
released with the understanding, which is often docuntbateithe data have already undergone
limited deidentification. However, on receipt, it is sometimes obvious upon reasonable inspection
that the data still contains direct or indirect identifiers that may reveal sensitive information about
individuals, adescribed in detail in SectldmB below.

b) Standards for making release decisions

While a substantial portion of the data held by government agencies and $idergddor
release as open data dodigctlyrelate to human characteristics or behawdaysnjeteorological
or agricultural information), much of the datelated to individuals. When collecting, storing, and
sharing data about individuals, fedexecutive agencies must follow certain data security practices

184Alon PeledWhen Transparency and Collaboration Collide: The USA Oper6 RaavP RigraFoR INFO. SCI. &

TECH. 2085, 2088 (2011).

185Todd Park & Steven VanRoeketroducing: Project Og@ani\iTE HOUSEOFF. CI. & TECH. POLE BLOG (May

16, 2013, 9:46 AM), https://www.whitehouse.gov/blog/2013/05/16/introdygingectopendata.

186See, e.@ity of Philadelphia, PHL API, http://www,phlapi.com (last visited Aug. 16, 2015) (provididgtapen

APIsfor property values, polling locations, licenses and permits, 311 reports, crime incidents, geospatial information,

and airport parking availability, among other data from the City of Philadelphia)

187Se®ATA.Gov, OPEN GOVERNMENT, https://www.dda.gov/openrgov (last visited May 26, 2015).

188GoLDbsMITH & CRAWFORD, supraote18Q at78.

189Se&aren EngCheck before you rent: How a TED Fellow is holding New York City lan@ieBRLac ptabt:;

2015), http://blog.ted.com/hovtedfellowyalefox-is-holding-newyork-city-landlordsaccountable.

190Se&lizabeth Dwoskinf hey 6r e Tracking When You Turn Off the Ligh
Air Pol lution t o Pedestrian , dWalf fSi. cJ; (OctB u2D,| 20)n g a 0
http://www.wsj.com/articles/theyrrackingwhenyouturn-off-thelights1413854422.
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prescribed by the National Institute of Standards and Techfibttigglosure limitation practices
outlined in the 2005 Federal Committee on Statistical Methodology@pdirtformation privacy
provisions in laws such as the Privacy Act of'¥ahé, EGovernment Act of 2002 (including
CIPSEA* and the Federal Information Security Management® Atte Open Government
Directive, recognizing that there may be privacy risksasesg with data slated for release, exempts

privacys ensi ti ve information from release, provi
presumption shall be in favor of openness (to the extent permitted by law and subject to valid privacy,

confidenti i t vy, secur it vy, Funhernwotehteer Open eDatd Pdlioy treiqurass . ) 6
agencies to oincorporate privacy analyses int
the information collected or created for valid restrictions tsae¢tedetermine whether it can be

made publicly available,éd and to work with th

relevant officials to ensure th&tThefDpenDaacy anoc
Policy instructagenies to conduct a ridgkased analysighen deciding whether to release certain

informaton o0of ten wutilizing statistical met hods wl
on the nature of the information, the availability of other information, eatettimology in place

that could facil it at Giventre complexity ®fghis armlsis,iageacies i f i
omay choose to take advantage of entities 1in

including the staff of Data.go\!

The Open Data Poli@iso instrust federal agenciwscreate a public inventory of all data that

are or could be made public and assign an access level to each set of data bastédrathahree

for controlled unclassified informati@tinthissy st em, t he oOopublicé | evel
publicly available to anyone without restrict

restrictionsAne x ampl e provided for thiedatresdtriillet edampL
made available to select researchers under certain conditions, because the data asset contains sufficie:
granularity or linkages that make it possible to reidentify individuals, even though the data asset is
stripped of Personally Identifiable Infatian (PIl)6 Another exampledsat a o0t hat cont ai
is made available to select®FTlesetahiche ulbd vierld &r ¢

191 See, €.gU.S. NATIONAL INSTITUTE OF STANDARDS AND TECHNOLOGY, STANDARDS FOR SECURITY
CATEGORIZATION OF FEDERAL INFORMATION AND INFORMATION SrSTEMS Federal Informtion Processing Standard
(FIPS) Publication 199 (Feb. 2004) herein&fiS8r NATIONAL INSTITUTE OF STANDARDS AND TECHNOLOGY,
STANDARDS], http://csrc.nist.gov/publications/fips/fips199/FIRBUB-199final.pdf; U.S.NATIONAL INSTITUTE OF
STANDARDS AND TECHNOLOGY, SECURITY AND PRIVACY CONTROLS FORFEDERAL INFORMATION SYSTEMS AND
ORGANIZATIONS, Special Publication 888, revision 4 (Apr. 30, 2013) [hereindft&.NATIONAL INSTITUTE OF
STANDARDS AND TECHNOLOGY, CONTROLS (draft)], http://csrc.nist.gov/public@ins/drafts/80053rev4/sp80e63
rev4ipd.pdf.

192FEDERAL COMMITTEE ON STATISTICAL METHODOLOGY, Supraotel7?.

1935 U.S.C. § 552a (2013).

194E-Govermment Act of 2002, Pub. L. No. 18%7, 116 Stat. 2899.

195Federal Information Security Management Act of 2002, 44 U.S.C5854541013).

1960RSZAG supraote9.

1970FFICE OFMGMT. & BUDGET, OPEN DATA POLICYS BIANAGING INFORMATION AS ANASSETMEMORANDUM FOR
THE HEADS OF EXECUTIVE DEPARTMENTS AND AGENCIES (May 9, 2013),
https://www.whitehouse.gov/sitetefault/files/omb/memoranda/2013/ril 3-13.pdf.

198Id.at 910.

199Id.at 10.

200PROJECTOPEN DATA, IMPLEMENTATION GUIDE : SUPPLEMENTAL GUIDANCE ON THE IMPLEMENTATION OF M-13
13 O ®GeN DATA  PoLICYd BIANAGING  INFORMATION AS AN ASSET O https://projectopen
data.cigov/implementatiomguide (last visited May 19, 2015).

201ld.

24



DRAFT

is used for data that cannot be made available to the public and may only be shtredealitnah
government®?

At the state and local levels, standards for releasing open data vary widely depending on the
jurisdiction, government department, and type of data. As noted above in the discussion of state public
and vital records, state lawsigieate records as public records using different standards, and because
open data release decisions rely in large part on state public records laws, there is significant variation
in release decisions across state and local open data pvélgeagreintel wide discretion in making
release decisigngovernment departments within the same jurisdiction also develop different
standards for releasing open data. Some departments, for instance, are known for making more
conservative data sharing decisionsa@ s ons r el ated to the organi
expertise, and interpretation of regulatory obligations. Commentators have observed that department
staff often express uncertainty regarding regulatory requirements and that government lawyers
frequently overinterpret legal standatfds-or example, ayernment employees may express a
concern that privacy laws protect data held by their deparbutthisylack guidance for screening
specific datasets for reled3ge to the existence of a specific privacytheymight alsalecline to
release all data related in a specially regulatedisgaas education, due to the existerfeERPA,
an informatiomprivacy lavthatprotects certain education recéttihelack of formal guidance and
definitions for determining which datasets, and which fields within the datasets, can be released as
open data has led to conflicting opinions between city departments that generate and release datasets
It has also led to a dateview process that is timensive and arguably not sustainable over the long
term.

c) Privacy interventions in use

To assist agencies in systematically reviewing data prior to release and selecting appropriate
controls for mitigating disclosure risksjrdaeragency working group led by the National Security
Staff developed more specific guidance for conducting data privacy and secusity Ténsew
gui dance expressly recognizes the cumul ative
time and aims toeeducepotentialrecordlinkages between a released set of data and other available
informatioré®lts central component is a checklist for assessing the privacy risks in datasets submitted
for publication to Data.goVhis checkligs complead through an online assessment tool or by filling
in a metadata template that accompanies the dataset when it is submitted for gliflivation.
checklist asks whether the dataset has previously undergone a formal disclosure comrtifttee review,
whether tle data were collected from respondents under a promise of confidantalitgther a
FOIA exemption applies to the informatt®Hf the dataset contains microdata (indivithvel
rather than aggregate informatitmg,checklisisks whethéhe micodatainclude direct identifiers
(6information that exclusively identifies a p
that, when used in combination with other data, could lead to the identification of a person or

202id.

203GOLDSMITH & CRAWFORD, supraote18Q at16465.

204GOLDSMITH & CRAWFORD, supraiote18Q at16465.

205 DATA.GOV, NATIONAL/H OMELAND SECURITY AND PRIVACY/C ONFIDENTIALITY CHECKLIST AND GUIDANCE,
http://www.data.gov/sites/diault/files/attachments/Privacy and Security Checklist.pdf (last viewed June 29, 2015).
2061d.at 182.

2071d.at 2.

208Id.at 6.

2091d.at 7.
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busi e Gheckiit also asks whether any disclosure limitation techniques, such as
suppression, top or bottom coding, data swapping, collapsing categories, or data blurring, have been
applied to the datasétOpen government data are typicallyddatified by redactingrelct or
indirect identifiers, or applying statistical disclosure limitation techniques. Examples dff common
removedlirect identifiers include names, Social Security numbers, dates of birth, addresses, telephone
numbers, email addresses, and web uhiessarce locators (URES)ndirect identifiers typically
include other dates, locations and geographic information, and demographic characteristics such as
gender or agé

Agencies have established disclosure review practices for releasing infothepablic, and
the working group guidance and checklist describedhaveveupplemented but not replaced these
practicesOther established agency practices for reviewing data prior to release include performing
privacy impact assessments and aggigaireral access levels to data based on guidance from the
Office of Management and Budgéthe National Institute of Standards and Technéloggd
Controlled Unclassified Information progféusiocuments$!’ For instance, the-Eovernment Act
of 2002 requas federal executive agencies to perform privacy impact assessments for their electronic
information systems and any identifiable information about individuals they'€®htifct direct
agenciesompleting these assessmanéxaminghe privacyrisks and effects of collecting, storing,
anddisseminatinglentifiable information about individyatsdescribénow electronic information
will behandled in accordance with legal, regulatory, and policy requirements for privapgciyd
the pactices that will be put in place to mitigaiteacy risk&? Factors covered in a privacy impact
assessment include the nature and source of information to be collected, the purpose for the
collection, the intended use of the information, the intendgiemnéx of the information, the
opportunities to consent or decline to provide information, the information security controls, and
whether the Privacy Act would agflifhe Act also requiregencies o o0 consi der t he |
0l i f e cycibneuse, retentioa, .processingl diselasure and destruction) in evaluating how
information handling practices at each stage
experts as well as experts in the areas of information technology,ityl, smmnds management
and privacyodé ih these assessments.

B. SHORTCOMINGSIN CURRENT PRACTICES

The foregoing discussion of many of the common approaches to releasing government data to
the public reflects wide variation in scope, sources, purpose uéatdryegonstraints across use
cases. It also reveals three potestimitcomingselated to the protection of individual privacy in
such releases. This Section identifies three commonly osturiogming# privacy analysis and

210ld.at 8.

211ld.at 10.

212Id.at12

213ld.at 1314.

2140FFICE OFMGMT. & BUDGET, supraote 197

215U.S.NATIONAL INSTITUTE OF STANDARDS AND TECHNOLOGY, STANDARDS, supraote191

216Exec. Order No. 13,556, 3 C.F.R. 267 (2011).

217PROJECTOPEN DATA, supraote200Q

218 OFFICE OF MGMT. & BUDGET, OMB GUIDANCE FOR IMPLEMENTING THE PRIVACY PROVISIONS OF THE E-

GOVERNMENT AcT OF 2002 Memorandum ND3-22 (Sept. 26, 2003),
https://www.whitehouse.gov/omb/memoranda_nZR3

2191d.

2201d.

2211d.
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protection within théroad categories of data releases. InlPante argue that these observations
demonstrate the need for a more comprehensive framework for characterizgrgranthalutility,
threatsyulnerabilities, and controls associated with a given data release.

The firstshortcomings that in contrast to the wide variety of scenarios that government data
releases address, the approach that most government actorattae@asrow and homogenous.
Despite differences in regulatory language and context, most,agiime¢ies notable exgon of
large statistical agencajress regulatory requirements for privacy protection in the same fashion:
by withholding or redacting records that contain certain pieces of directly or indirectly identifying
information. For instance, federal agenceleasing information in response to FOIA requests
typically remove an individual 6s name, Soci a
telephone numbeandinformationrelated tanedical, employment, or criminal histGiylost state
agends similarly protect privacy by withholding categories of records, such as juvenile court records,
or identifiable information in records, such as the names of sexual assault victims in police records,
that are deemed to be senstfifeollowing standardeom state public records laws, municipal open
data portals also redact identifiers from datasets before their release, and withhold entirely datasets
deemed to be especially sensitive or regulated by an information pritfacy law.

This focus on a small sétcontrols appears suboptimal. It is now aesédblished principle in
the privacy science literature fhratacy riskare not a simple function of the presence or absence of
specific fields, attributes, or keywords in a released set*8flnistizad much of the potential for
harm stems from what one can infer about individuals from the data release as a whole or when the
data are linked with other available information. It generally takes very little information to uniquely
identify an individu&l® There have been numerous examples where this phenomenon has been
exploited for reidentification, even with seemingly innocuous information that falls outside the scope
of what is considered to be directly or indirectly identifying inforfiaGmvernmenteleases of
information that involve an-dwc balancing of interests or redactions of certain fields will likely fail
to address the nuances of privacy risks. As a result, governments using only redaction likely disclose
information that exposes indivituto privacy risks or withhold useful information that could be
safely shared.

The seconghortcomings that guidance on interpreting and applying regulatory standards for
privacy protetion appears remarkably thim.recent draft guidelines, the Nasibinstitute of
Standards and Technology noted that o[a]lthou
Principles (FIPPs) and privacy impact assessments (PIAs) provide a foundation for taking privacy into
consideration, they have not yet tesd a method for federal agencies to measure privacy impacts
on a consi st en t®?Gemedl guidaqe diréciing dgencids o protect thie privacy of

222See,ed.. S. Depdt of SttaCe. v.45asb.idngtons Poas00 (1982); As:
549 F.3d 62, 65 (2d Cir. 20@8E aldiscussiosupr&ectioril.A.1.

223Sediscussiosupr&ectionl.A.2.

224SediscussioifraSectionV.B.

225See, e.4rvind Narayanan & Vitaly ShmatikBebust Esnonymization of Large Sparse PROGEEBINGS OF THE
2008IEEE SyMPOSIUM ONRESEARCH INSECURITY AND PRIVACY 111 (2008); Lahya Sweendganonymity: A Model for
Protecting Privd€/INTERNATIONAL INT@& JOURNAL J.OF UNCERTAINTY FUZZINESS AND & KNOWLEDGE-BASED
SysTEMS557 (2002).

226See, e.yvesAlexandre de Montjoye et Blnique in the Shopping Mall: On the Riétglenitiedulit Card Metad4dia
SCIENCE 536 (2015).

227See id.

228NIST, PRIVACY RISK MANAGEMENT FOR FEDERAL INFORMATION SYSTEMSL, Internal Report 8062 (Draft) (May
2005), http://csrc.nist.gov/publications/drafts/nisB062/nistir_8062_draft.pdf.
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individuals and prevent the release of personally identifiable information is gatttmene, is
relatively little regulatory guidance flimally characterizing privacy risks and selecting and
implementing controls and interventionspecific setting¥he literature review, use case analysis,
and expert interviews used for the case sindies paper revealed only a handful ofneetignized
or widely adopted sources on identifying and mitigating priva&yInskddition, on the whole this
formal guidance is general, abstract, infrequently updated, alecsedi*® Guidelines for
implementing the formal guidance within specific agencies, legal frameworks, and data releases are
essential, yet agencies typically point to these materials without providing direction for their
implementatiof®* In contrast, formal guidance for analyzng mitigating related information
security risks, such as that described in Ff3N4Ayoluminous, proscriptive, specific, actionable,
frequently updated, and integrative into legal systems of audit and ceftifithéctomparative
paucity of privacyatumentation often leads to inconsistent identification of privacy risks and
ineffective application of priyasafeguard¥’

The thirdshortcomings that similar privacy rigkand, in some cases, even identicdi data
treated quite differently by difat government actors. This is most apparent in the ways in which
governments evaluate the source and degree of privacy risk. Depending on the context, government
releases of information are subjediticerlaws and regulations that protect privacydyirieg a
balancing of interests for and against disclosuie Jaws and regulations that protect privgcy
prohibiting the release of any information deemed to be personally identifiable. FOIA, for example,
falls into the first category, as it comagéncies to release information to the public, but grants them
di scretion to withhold certain types of i nfo
invasion of per s Bxamplepimthevaitar gategoiy fncludeestatenfrestt d .
information laws that expressly require redaction of identifying information about sexual assault
victims**The Privacy Act similarly prohibits the
education, financial, medical, criminal, or e

229 Seeg.qg.FEDERAL COMMITTEE ON STATISTICAL METHODOLOGY, supranote 17, U.S.NATIONAL INSTITUTE OF
STANDARDS AND TECHNOLOGY, SECURITY AND PRIVACY CONTROLS FOR FEDERAL INFORMATION SYSTEMS AND
ORGANIZATIONS, NIST Special Publication 888 (Apr. 2013) [hereinafldrS.NATIONAL INSTITUTE OF STANDARDS

AND TECHNOLOGY, CONTROLS (final)], http://nvipubs.nist.gov/nistpubs/SpecialPublications/NIST.SF8080 pdf
NATIONAL INSTITUTE OF STANDARDS AND TECHNOLOGY, GUIDE TO PROTECTING THE CONFIDENTIALITY OF
PERSONALLY IDENTIFIABLE INFORMATION (Pll), NIST Special Publication 8022 (April 2010),
http://csrc.nist.gov/publications/nistpubs/8eR2/sp808122.pdf OFFICE OF MGMT. & BUDGET, MEMORANDUM RE:
SAFEGUARDING AGAINST AND RESPONDING TO THE BREACH OF PERSONALLY IDENTIFIABLE INFORMATION (May 22,

2007), https://www.whitehouse.gov/sites/default/files/omb/memoranda/fy2007/a®@df;U.S.DEPG OF HEALTH,

Ebuc., & WELFARE, RECORDS COMPUTERS AND THE RIGHTS OF CITIZENS: REPORT OF THE SECRETARY® ADVISORY
COMMITTEE ON AUTOMATED PERSONAL DATA SYSTEMS (July 1973), http://www.justice.gov/opcl/docs/ream:
rights.pdf.

230For example, one of the most frequently cited guidacoendpts on this subject, the Federal Committee on
Statistical Methodology Report on Statistical Disclosure Limitation Methoskedegy, COMM. ON STATISTICAL
METHODOLOGY, supranote 17, was last revised in 2005. In addition, the report provides an introduction to statistical
concepts and techniques for disclosure limitation, but it does not provide direction on selecting among the available
techniques for application in a particulaa deleaseSee id.

231 See, e.9.U.S. Department of Justice, Office of Privacy and Civil Liberties: Resources,
http://www.justice.gov/opcl/resources (last visited June 1, 2015).

232Federal Information Security Management Act of 2002, 44 U.S.C638 3bBA43).

233 Seediscussiorinfra Section 111.B.

234For an irdepth discussion of some of the challenges and gaps that data managers have encountered in interpreting
and applying general regulatory guidance in specific data release cases, seefdiSatgsidw.B.

2355 U.S.C. § 552(b)(6) (2013).

236See, e.Golo. Rev. Stat. §-22304(4) (2011).
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identifying parti cu¥aadstatstcagengiesared likewse grohieitedifrand i v i «
disclosing information about individuals in identifiable?®hmmsome casethe same measurements

of the same people are provided with different protections as the data move from agency to agency.
For example, bease CIPSEA governghe Bureau of Labor Statistics, it releases only aggregate
statistics based on information collected from Occupational Safety and Health Administration
(OSHA) logs, even though OSHA is permitted to release establgweleand indivitgatevel

records from the same |3¢fJ.hese observations suggest that release decisions and the use of privacy
controls are not wethatched to the privacy risks associated with a specific set of data.

1. A FRAMEWORK FOR MODE RNIZING PRIVACY ANAL YSIS

AsPartll highlights, when governments attempt to manage confidentiditsreleaseshey
appear to rely on only a few tools and little formal guidance. Thisirelstitteleasethat are both
less useful and less protective than they could be and treatment of data across government actors that
is largely inconsiste@overnments use a narrow set of tools to analyze and mitigate privacy risks,
despite the broadmge of privacy interventions proposed by privacy scholars, legal schelars, non
profit organizations, and many othdPoposalsfor interventionoperate at widely different
conceptual levelsor examplearticle 12 of the UN Declaration of Human Riffraad Privacy by
Desigri* contain higHevelprivacyprinciplesFair information practice princigtésind contextual
integrity*® provide midevel guidanceriRacy impact assessmétitis;anonymity;°and traditional
statistical disclosure limitation techrsjfi@re examples of applied methods for enhancing
confidentiality. Proposalach as differential priv&¢yncorporate formal mathematical frameworks
for privacy. Finally, some proposals atrttieiduallevelincludep r i vacy pol i & onut |
and personal data stof®s.

2375 U.S.C. 88 5509, (a)(4).

238Se€onfidential Iformation Protection and Statistical Efficiency Act of 2002, Pub. L. N4 72,a#. V, 8§ B2(b)
116 Stat. 2899, @002) (codified at 44 U.S.C. § 3501 note (2013)).

239Sedroposed Rule, Improve Tracking of Workplace Injuries and llinesses, 7yFé6d2%4, 672850 (Nov. 8,

2013).

240Universal Declaration of Human Rights art. 12, G.A. Res. 217 (lll) A, U.N. Doc. A/IRES/217(lll) (Dec. 10, 1948)
(6No one shall be subjected to arbitrary itoattackstdipenr ence w
his honour and reputation. Everyone has the right to t|
241 Ann Cavoukian Privacy by Design 1 (2009),

https://www.privacybydesign.ca/content/uploads/2009/01/privacybydesign.pdf

242 SedORGANISATION FOR EcoNoMIC CO-OPERATION AND DEVELOPMENT, THE OECD PRIVACY FRAMEWORK
(2013), http://www.oecd.org/sti/ieconomy/oecd_privacy framework.pafIERAL TRADE COMMISSION, PRIVACY
ONLINE : FAIR INFORMATION PRACTICES IN THEELECTRONIC MARKETPLACE A REPORT TO CONGRESS(May 2000),
https://www.ftc.gov/sites/default/files/documents/reports/privaoylinefair-informationpracticeslectronie
marketplacéederaitradecommissiofreport/privacy2000.pdf).S.DEPG OF HEALTH, EDUC. & WELFARE, supraote

229

243Seédielen NissenbaurRyrivacy as Contextual Inté@vitysH. L. REv. 119 (2004).

244Se®AVID WRIGHT & PAUL DE HERT, PRIVACY IMPACTASSESSMENT{2012).

245The kanonymity model describes a release in which each record cannot be distinguished froth athbrast k
recordsSe&weeneygupraote225

246Seé&regory J. MatthewBata Confidentiality: A Review of Methods for Statistical Disclosure Limitation and Methods for As:
Privagyp STATISTICAL SURVEYS1 (2011).

247Se€ynthia DworkA Firm Foundation for Privata Analy$iS4COMMUNICATIONS OF THE ACM 86 (2011).
248Sefatrick Gage Kelleyet&l., 0 Nut r i t i o n5Stva bNeUsABLERRIGACY &FPHCWRWMA Article No.4
(2009).

249See, e.yvesAlexandre de Montjoye et abenPDS: ProtectingitiaeyPof Metadata through SafeRhs®ense
(July 9, 2014), http://journals.plos.org/plosone/article?id=10.1371/journal.pone.0098790.
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The number, variety, and domain of application of these privacy principles, guidelines, methods
and systems are expansive. This poses a substantial challenge for policymakers, scholars, anc
practitioners alike because theittlesfbrmalguidance for selecting privacy enhancing methods and
systems, or for evaluating the privacy considerations related to a particular data release case. As
mentioned above, this situation consratdrklywvith the related field of informationcseity, which
boasts weknown, regularly updated catalogbrefats vulnerabilities, and controls organized within
welldefined categories. By compari§bmformation privacyiteraturedescribes many controls,
threatsyulnerabilities, and measuriagtidity, but no catalog or ready categorizations exist for privacy
related factors.

Al CHARACTERIZING PRIVACY CONTROLS THREATS VULNERABILITIES, AND USES

We propose a framework, modeled on the use of categorizations and catalogs in information
securitythat can be used to evaluate specific cases of government data releases, identify privacy
concerns, and develop privaoproving approachdbat are appropriafer a specificcase This
framework distinguishes between privacy controls, thegatsyulnerabilities, and utility:

" Privacycontrol@nterventions) are defined as methods or mechanisms that can be
applied within a particular data releaselo enhance privacy and confidentialibe term
control is inclusive, encompassing more genegdljjeted interventions, such as privacy
education, as well as information security controls like encryption, traditional procedural
controls such as certification of authorized users, statistical disclosure limitation methods such
as data perturbatiéttandlegal controls such as criminal penalties.

" Privacythreatare defined broadly petentialadversesircumstancesr evens that
couldcause harm to a data subject as a resul't
data collection, storageanagement, or rele&8&hreats are broadly inclusive, and meant
to encompass everything from government surveillaraejdentally leaving backup tapes
on a bus, to natural disasters.

Privacyharmare defined as injuries, such as embarrassment, reputational loss, loss of
employability or insurability, imprisonment, or death, sustained by data subjects as a result of
the realization of a threét.

250This paper distinguishes between security and privacy controls in line with how these terms are used in NIST
guidelnes. Security controls encompass safeguards within information systems and their environments to protect
information during processing, storage, and transmission. Categories of security controls include access, awareness and
training, audit and accountéijlidentification and authentication, maintenance, risk assessment, and system and
information integrity controls. Privacy controls are administrative, technical, and physical safeguards to protect and
ensure the proper handling of information assodidttegrivacy risks. Categories of privacy controls include authority

and purpose, accountability and audit, risk management, data quality and integrity, data minimization and retention,
individual participation and redress, security, transparency, lanidatis® controlsSe®lIST, Security and Privacy

Controls for Federal Information Systems and Organizations, Special PublicR8d2@0B).

251Data perturbation refers to the masking data using techniques such as random noise addition, rarai@ah or con
rounding of values, or swapping of values. For an overview of such techniGeesCee®1. ON STATISTICAL

METHODOLOGY, supraotel?.

252 Note that this is compatible with, but more broadly defined than the concepteait anodél threat model,
depending on the field in which it is characterized, typically ingehid&ation of the category of cause (e.g., natural
disaster, humaerror, malicious behavior) potentially leading to the bad outcome, and characterization of the extent of
that cause (e.g., the background knowledge and capability of an attacker).

253For a discussion of the broad range of privacy harms, see Daniel,JA Sakaeomy of PrivasdU. PA. L. REV.

477 (2006).
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>

Privacyvulnerabilitiase defined as characterssticat increase the likelihood that
threats will be realiz&€dThese characteristics are defined as broadly inclusive, encompassing
characteristics of the data; of the systems used to collect, store, managetioe ceé&nse

and of the related contemtwhich tlese systems operate and in which interactions with these
systems occur.

" Utilityis defined broadly as the analytic value of the data. It describes the types of
analyses that the data can support. The use of certain privacy controls, suthnak tradi
statistical disclosure limitation techniques, can greatly diminish the utility of the data in
practice. Note that utility is not an explicit part of standard information security framewaorks.
Instead, information security effectively defines uiditthe maintenance of security
properties of the system, such as integrity, secrecy, availability;rapddiation.

We believe this article is the first to adopt this categorization explicitly and to use the specific
definitions abov&> However, elenmts of this categorization are closely related not only to
information security definitions, as mentioned, but also to a line of prior work in several offier fields.

To aid such an analysis, our proposed framework divides data releases into mubigsedtages
on a lifecycle model of government data release. A fully developed lifecy@s osmiefrequently
in information science and in records managérhdotuments the information objects, actors,

254Note that this definition is analogous to the definition of vulnerability within information security, but distinct in that
information security vulnerabilities identify specific system flawddingra defined property of information assurance.

The motivation for the more general definition of privacy vulnerability is that formal definitions of privacy assurance
properties are neither complete nor comprehensively accepted, and thus the caiphetaf assurance, and the
complementary notion of a flaw or defect, are not well defined.

255This may be considered a formalization of the framewankdnair collaboratosketchm prior work See, ¢.8alil

Vadhan et al., Comments to the DepartmEiealth and Human Services Re: Advance Notice of Proposed Rulemaking:
Human Subjects Research Protections: Enhancing Protections for Research Subjects and Reducing Budden, Delay, an
Ambiguity for Investigators, Docket No. HOPH201DB0005 (Oct. 26, M),
http://privacytools.seas.harvard.edu/files/privacytools/files/commonruleanprm.pdf; Micah Altman et al., Comments to

the White House Office of Science and Technology PolicygRatRiStudy; Request for Information (Mar. 31, 2014),
http://privacytods.seas.harvard.edu/files/privacytools/files/whitehousebigdataresponsel.pdf.

256 See, e.WILLENBORG & DE WAAL, supranote 138 (explicitly characterizing the primary privacy threat models for
releases of official statistics); Dwsugraote28(defining differential privacy in terms of a specific combination of threat

model, vulnerability characterization, and choice of controfjMmote24 (providing an overview and detailed analysis

of threat models used in the privacy contst)iONAL INSTITUTE OF STANDARDS AND TECHNOLOGY, PRIVACY RISK

MANAGEMENT FOR FEDERAL INFORMATION SYSTEMS DRAFT OFNISTIR8062(May 2015) (proposing draft guidance to
characterize privacy in terms of controls, threats, and risks, using somewhat narrower definitions than those we adopt);
Adam D. ThiererA Framework for Be@efit Analysis in Digital Privacy DSHaEsRGE MASON L. REv. 1055 (2013)

(describing a higlevel abstract cebenefit analysis that includes references to the concept of risk, vulnerabilities, and
controls, although these concepts are neither explicitly defined, nor a central partysishe ana

2570ur proposed framework incorporates a partial olifecy
government data releases. Lifecycle models have been used in bibleggtfarraindred years. They have been applied

to processes in many fields, such as project management and software development, and as a general idea, lifecycle mode
have been previously applied to privacy analysis. Notably, one of the principlesydfypdesign is to provide full

lifecycle security. Formal models of the lifecycle of information are a more recent development, however, and we base our
lifecycle model (Figure 1) on existing models developed for the curation of research inSeenatiddicah Altman,

Mitigating Threats to Data Quality Throughout the Curdpositidieqyenter from a workshop, Curating For Quality:
Ensuring Data Quality to Enable New Science, Arlington, Virginia, SEpt2002), http://datacuration wenc.edu;

Sarah Higgins, The DCC Curation Lifecycle ,M&eINT& J. DiGITAL CURATION 134 (2008),
http://www.dcc.ac.uk/resources/curatidifecyclemodel. A somewhat novel feature of information lifecycles is that the

object of concern, information, dasviewed as both a conceptual (e.g., measurements describing a subject) and a logical
entity (e.g., a particular computer file containing those measurements). Further, the latter is easily replicapgd, and one co
of the same file may be retained whib¢han is accessed or distributed. Thus models of information lifecycle differ from
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action space, and incentives across each stadermftion collection, processing, and use.
Moreover, frameworks such as privacy by design, and laws such as CIPSEA, as discussed above
advocate using lifecycle analysis for data management generally, although they provide no specific
guidelines for doingp.

In contrast to existing approaches to lifecycle management of privacy risks, we apply the
information lifecycle not as a design principle but as a way of decomposing the privacy risks, actors,
and potential interventions. Further, we have adapteddhe of the research information lifecycle
(Figure 1) to match the phases of activity and areas of regulatory concern that are associated with the
government data release cases discussedlin Part

Figure 1. A lifecycle model for government data releases, based on use cases inlPart

information flow, where the latter is concerned primarily with the storage and transmission of information and the
grouping the types of actors and actions to which theptaatinformation entities are subject.
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In the remainder dPartlll, we develop a framework for this catalog, sketch its contours, and
populate selected portions of its contents. We start by developing a categorization system for privacy
controlsand thershav how this categorization scheme can be applied and expanded to characterize
intended useprivacythreats, and privagylnerabilitiedn Sectiorll.D andPartlV, weoffer some
suggestionfor selecting controls for a particular data release case basedsas,ttiereats, and
vulnerabilitiesf the release
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B. DEVELOPING A CATALOG OF PRIVACY ©®NTROLS AND INTERVENTIONS

Policy researchers, scholars, and privacy advocates have suggested scores of controls and
interventions to improve privgagotection ranging from the voluntary use of icons to communicate
privacy policiesptgiving data subjects rights to sue, to storing data in-sobjeclied vaults, to
performing all analyses only upon data encrypted at collection. In addition, information security
catalogs list dozens more controls that are aimed at enhancingthiemprdtdata managed within
information systems. A policymaker or manager of a data release program is tasked with determining
how to approach such complexity when desigmiathaelease that protects the privacy interests of
the subjects of the data

Some sort of classification of controls is clearly needed to provide guidance. Of information
security standards, FISKfAand the implementing guidel@efrom NIST provide the most
systematic and extensive classifications of coMmisover, wt h  Nalte§ draftsguideliné$
these standards would becanee of t he few to address privacy
of controlsncludeghe following: accountability, audit, and risk manageamgrdls such as impact
and risk assessmentimtaquality management and integrity monitoring; data minimization and
retention; individual participation and redress; transparency; and use |fitations.

These privacy controls provide a useful start, and they should be considered when designing a
data redase policyHowever, this list is far from comprehensive. For example, it excludes many of the
more modern statistical and computational approaches to protecting privacy. Moreover, FISMA has
important scope limitations. It focuses on controls implemémtedyh technical and procedural
means anthosethat are implemented within an existing agency policy, not on controls that could be
selected when designing a policy for data release.

Since the design of policies for data release is our main conaatglogiexpands the scope
of controls to consider controls implementable through the entire range of means available to policy
makers. We categorize the space of privacy controls as follows:

Procedural medeigiedbroadly as adopting procedures intdman organization,
such as implementing notice, creating inventories, or vetting smereaternadccess to
databases

Technical medeBnedbroadly to include statistical methods, computational methods
such as encryption, and human factorgsisauch as readability analysis of privacy policies;

Educational medanedbroadly to include any intervention intended to infizta
subjects, data controllers, and data recipients that interatttewsistemdata subjects,
controllers, or regients generallgr the publicat largeabout privacy practices and risks;

258 Federal Information Security Management Act, 44 U.S.C. §53941

259See, e.gNATIONAL INSTITUTE OF STANDARDS AND TECHNOLOGY (NIST),STANDARDS FORSECURITY
CATEGORIZATION OF FEDERAL INFORMATION AND INFORMATION SYSTEMS FIPS Publication 199 (2004)ST,
MINIMUM SECURITY REQUIREMENTS FORFEDERAL INFORMATION AND INFORMATION SYSTEMS FIPS Publication 200
(2006)NIST,GUIDE FOR DEVELOPING SECURITY PLANS FORFEDERAL INFORMATION SrSTEMS Special Publication
80018 R006).

260NIST, PRIVACY RISK MANAGEMENT FOR FEDERAL INFORMATION SYSTEMS Internal Report 8062 (Draft) (May
2005), http://csrc.nist.gov/publications/drafts/nisB062/nistir_8062_draft.pdf.

261SeeNIST, SECURITY AND PRIVACY CONTROLS FORFEDERAL INFORMATION SYSTEMS ANDORGANIZATIONS,

Special Publication 868 (2013).
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Economic medaeBnedbroadly as including any intervention intended to change the
economic incentives of the stakeholders, such as the imposition of fees or fines; or the
provison of insurance; and

Legal meadsfinedspecifically as interventions intended to change the legal rights of
or relationships among stakeholders, such as safe harbor provisions, or private rights of action.

Policymakers should consider the approptigeng of policy interventioasdthe means at
their disposal for constructing these interventidms.review below discusses many of the most
commonly applied controls, and some promising new approaches from the literature, for releasing
government databout individuals in a privagesotective way. It is not intended to be exhaustive;
rather, it is illustrative of the spectrum of procedural, economic, educational, legal, and technical
approaches available, and how they interact with one another, ssthgeaaf the information
lifecycle.

1. Privacy controls at the collection and acceptance stage

The first stage of the lifecycle for government data releases begins with collection dhike data.
Articleusesthe term collection broadly to include acoegtangestion, acquisition, or reagiptta
Controls applied at this stage typically affect what is collected, the manner in which it is collected, and
the context of collectioithis Articlerevieve somecommoncontrols, andomethat demonstrate
therange of approaches available.

Notice and consemtrecornerstones of the fair information practice principteyhave been,
and will continue to be, a common tool for protecting privacy. To improve notice, commentators
have proposed public education initiatives to inform ciozéms types of data collected, how they
are used, and the privacy resdsociated witjovernment data prograr8sich initiatives may include
practical demonstrations of governmentutsgsor of the types of reidentification attacks that could
be employe#? Consent mechanismaseevolving and there is movement in some areas towards
more portable and broader consent for certain uses of information, such as reseéat¢h uses.
particular, ansent to data collection may not be a sufficient mechanism for privacy pretisetign
policies are widely considered to be too complex for intBviduaadily understand, amdsome
casesthe summaries of the policies provided by data collectors are in&tQtaatebard policies
often do not clearly convey the permitted third party uses and discloparssnainformation,
allow individualso consent to only certain usesusedby specific parties, or enable individuals to
modify or revoke theaonsenbver time®> Consent should not be treated simply as a binary action
that occurs at the time of data collection and functions to resleiction, but as a process in which
the subject agrees to collection, retention, transformation, access;asukposises and controls,
within a defined contexito address these and related issues around consent, scholars have proposed
alternative tols to standardize privacy policies and simplify their terms using, for example, icons or

262See, e.geff Jonas & Jim Harp@pen Government: The Privacy |mpg@pativ@oVvERNMENT (Daniel Lathrop &

Laurel Ruma eds., 2010).

263Seé&ffy Vayena et alCaught in the Web: Inf@ameent for Online Health R&SEareRANSLATIONAL MED. 173fs6

(2013).

264 Sed orrie Faith CranorNecessary But Not Sufficient: Standardized Mechanisms for Privacy Nodicenand Choice
TELECOMMUNICATIONS & HIGH TECH. L. 273 (2012).

265Se&IERON O 8 ARA, TRANSPARENTGOVERNMENT, NOT TRANSPARENTCITIZENS: A REPORT ON PRIVACY AND
TRANSPARENCY FOR THECABINET OFFICE53(2011).
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onut rit i Atnhe sametiend, eequiding consent from individuals may reduce participation in

a data collection program and thereby reduce the qualitgatieticellected’ though participation

can be incentivized by offering payments to individuals who agree to share their irfféirhation.

costs of operating more effective consent programs that allow for more granular permissions, or that
provide payment® tdata subjects, can be shared with the data user by charging fees to access the
datat®®

In addition to notice and consent, agencies often seek to provide privacy protection at the
acceptance stage by implementing several other fair information pracilesprcollection
limitation, data minimization, and purpose specification in the design of a data collectioH’program.
For instance, governments may prohibit the collection of personal information except for specific,
limited purposeXs: In these settirgggovernmentsnay require an agency to specify and document
the purpose of collection, which can be referenced when auditing for dat&’Atlsgaeszations
may also appoint a data protection officer or chief privacy officer who oversees the stutact&gn,
use, and dissemination of personal data to ensure that practices are consistent with the fair information
practice principles.

Another common mechanism for privacy protection in data collection is oversight by a privacy
board, institutional revidward, or other independent panel. For example, researchers who receive
federal funding to conduct a study involving human subjects must secure approval from an
institutional review board and follow procedures for informing the subjects of the bemesks,an
including privacy risks, related to their participation in the spedyfying the nature, scope, and
purpose of the studgnd obtaimmgs u b j cersentstd participatidff.The scope of the research
and future uses of the datamited to tle activities described in the confam. Some studies use
consent procedures that enable subjects to grant permission for certain uses but not others, and
involve frequent followp meetingduring which new consent forms can be signed to authorize
research iadditionaareas. In other cases, it can bepostibitive or otherwise unfeasible to contact
all of the participants in a research study and amasent for new uses of their peedo
information Violations of any of these protocols can lead to the withdrawal of federal research
fundingif backed by regulatory enforcement mechanisms

Privacy impact assessments are frequently cited as a recommended tool for balancing utility and
privacy andfor choosing appropriate privacy safeguards when collecting, storing, using, and
disseminating personal informafidill federal executive agenaes required to conduct privacy
impact assessments for information technology systems containing personally identifiable

266See, e.®enato lannella & Adam FindBnivacy Awareness: Icons and Expression for Soeialcietimg&f the
8th I ntdl Wor ks (R010); Gage Kellay ietsitpracte248 Gza ®Raskin & Arun Ranganathraivacy:

A Pictographic ApproM3IC Workshop on Privacy for Advanced Web AR040); W3C, The Platform for Privacy
Preferences 1.0 (P3P1.0) Specification (Apr. 16, 2002), http://www.w3.0org/TR/P3P.

2670 0 ARA, supraote265 at4950.

268Bart van der Sloo§n the Fabrication of Sausages, or of Open Data andPrivateL BEEIBMOCRACY& OPEN

Govd 136 (2011).

2690 0 ARA, supraote265 at4950.

270Se&).SDEPT OF HEALTH, EDUC., & WELFARE, supraote229

271Se&cassaupraote 20

272Se® 0 ArA, supraote265 at29.

273Sed5 C.F.R. pt. 46 (2014).

274See, e.§rancesco Molinari & Jesse Mdisies Privacy Have to Do with Open Data? Some PrelinfinanydReflections
AnswerProceedings of the CEDEM13 Conferef2f4.0); Ugo Pagallo & Eleonora B&gsén Data Protection: Challenges,
Perspectives, and Tools for the ReuBecf RSENLIGHTENMENT Y.B.2013 (M. Hildebrandt et al., eds., 2013).
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informatior?” Such assessments vary between agencies but typalayareviewof the nature

and source of the information todmdlected, the purpose and intended use of the information to be
collected, the intended recipients of the information, the rights of individuals to consent to or decline
to provide their information, and the security controls to be?’tiddmte, however,hiat such
assessments do not generally include documenting specific privacy threats or vulSecilahties

I11.C details this shortcoming

2. Privacy controleatransformation stage

Transformation of data includes a range of alterations. Transformations may be structural or
semanticand transformations may be lossy or lossless. Transformation may be applied at multiple
stagesincludingdirectly after collectn and prior to long term retentj@fter a substantial retention
period and prior to accessintegrated with access. Applying transformations earlier provides greater
protection, but may limit the range of analysis that may be performedrlatemple, the common
transformation of redacting or aggregating information can be employed any time after collection until
release. If applied immediately after collecéidacting or aggregating information redbedsarm
expected in the case of a daabh however, doing so also curtiiés potential to link, merge, or
update the data.

Transformations applied in early stages typically inudblie or privatekey encryptiort’”

Standard forms of private and public key encryption mdigaekesureisks from breaches during

data retention. Encryption approaches to transformation are typicalbssyotine original
information can be obtained in its entirety given access to a complete set of encryption keys, which
may be divided across stakehofd&her approaches to transformation typically cause information
loss. The most common approach to sanitizationidedgfication is to manually review the fields

in a set of data and remove direct and -gilerstifiers’® Fields are typically redactacording to

varying standards such as the HIPAA Privacy Rule safe hademntifleation standaféfbased on

the type of information, the intended recipients, the potential uses of thibedatgulatory
requirements, and best practices in the relewvdustry. Transformation methods derived from
traditional statistical disclosure limitation are typically applied-egtgratsdn stages and include
aggregation, suppression, and perturlrdtidowever, simple methods such as removing personally
identifiable information or masking data through aggregation and perturbation of individual points
aregenerally insufficient when it comes to large datasets, short of rendering the d&fa useless.

Anothercommon privacy control is aggregation or the production of summary statistics, such as
contingency tables or tables that provide the frequenciesanfucong attributes. For example, a
threedimensional contingency table basetknsus data for NorfolCounty, Massachusetts, might

275Se®FFICE OFMGMT. & BUDGET, supraote218

276See id.

277For a detailed description of pubdind privaté&key encryption standards for federal government information
sysems, sebBlIST, SECURITY REQUIREMENTS FORCRYPTOGRAPHICMODULES, FIPS 14€2 (2001),
http://csrc.nist.gov/publications/fips/fips14@/fips1402.pdf.

218 SeeHugo Krawczyk Secret Sharing Made ShpRROCEEDINGS OF THEL3™ ANNUAL INTG CRYPTOLOGY
CONFERENCE(1993).

279Sedhomas P. KeenaAre They Making Our Privates Public? Emerging Risks of Governmental Opien Data Initiative
PRIVACY AND IDENTITY MANAGEMENT FORLIFE 1, 12 (Jan Camenisch et al. eds., 2012).

28045 C.F.R. 8 164.514(b) (2014).

281Se@ED. COMM. ON STATISTICAL METHODOLOGY, supraotel7.

282Sedlan F. Karr & Jerome P. Reit&nalytical Frameworks for Data Release: A StatistiCaNFIBENTIALITY
AND DATA ACCESS IN THEUSE OFBIG DATA: THEORY AND PRACTICALAPPROACHES2014).
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have an entry listing how many people in the population are female, under floetggandfrent

their home. Data may also be released using data visualizations, which are graphical depictions of a
dat as et 0 datistical properties. Dataovisuakzations are especially useful for comprehending
large amounts of data, perceiving emergent properties, identifying anomalies, understanding features
at different scales, and generating hypotiiéses.

Another approach is @enerate synthetic data from a statistical model that has been developed
using the original data set. Methods for generating synthetic data were first developed for filling in
missing entries, and are now considered attractive for protecting privaeyabggahetic dataset
does not direct !l y ?Thkely are, hotvever, omlignited usee biedadse qnlg thes o n .
properties that have been specifically modeled are present in the synthetleodatsastple, a
synthetic dataset designed to atalyneproduce the univariate means and correlations of the original
data may not yield the same results whetimear models are estimated.

The transformation methathoiceshould be made after careful consideration stritregth of
privacy guaranteleat is required. In some cases involving information deemed to be benign, it may
not be necessary to use a transformation that satisfies a strong guarantee lof ptinacyases
where privacy concerns are high, it may be necessary to use anagtyagedidn, perturbation, or
synthetic data algorithm that satisfies a formal notion of kivaeypas differential privaéy to
produce a dataset that can be shared widely. The transformation decision should also take into account
the analyses that niuse supported by the data release, aethaiques employed for reducing
disclosure risks can affgmtential uses and analy&ef addition, such controls should be
implemented in consultation with experts, as improper design can substantidhy r@dtacsy and
utility of a data releag@ar example, when New York City officialsdéatified taxi trip data prior
to release in 2014, they used an ineffective technique (a simple hash function) that made discovery of
the hack license and medalliembers of all of the taxi drivers quite &sg. another case
researchers discovered errodeildlentifiedpublic use datasets published by the U.S. Census Bureau
between 2000 and 2007, with analytical results varying by as much as 15% fronsttiestacsual
due to misapplication of statistical disclosure limitation techffifegmrdless of the transformation
technique chosen, an organization should be transparent about its transformation practices, for
instance by providing details in the mesaalsgociated with the data, so that users of the data will be
informed about potential limitations of the d4ta.

3. Privacy controls at the retention stage

We define retention broadly to include any form oftramsient storage by the data controller
orapaty acting under Irfomeatior seeuritycontrdiselreaddy foalls heawily t | o |

283 SedCoLIN WARE, INFORMATION VISUALIZATION : PERCEPTION FORDESIGN (3d ed. 2013); Frank D. McSherry,

Privacy Integrated Queries: An Extensible PlatBegnefoerving Data AnglBrsiseedings of the 2009 ACM SIGMOD
International Conference on Management of Q8&120).

284Sedohn M. Abowd & Lars Vilhubétpw Protective Are SynthetigriRR&/ACY IN STATISTICAL DATABASES(Josep
DomingaFerrer& Yucel Saygin, eds., 2008); Stephen E. Fie@beflicts Between the Needs for Access to Statistical Information
and Demands for Confidert@lit@rFFICIAL STATISTICS115 (1994); Donald B. RubBiscussion of Statistical Disclosure
Limitation9J. OFFICIAL STATISTICS461 (1993).

285Cynthia DworkA Firm Foundation for Private Data AB4I$Si8MUNICATIONS OF THE ACM 86 (2011).

286See, e.fingsley Purdam & Mary Ellidt,Case Study of the Impact of Statistical Disclosure Control on Data Quality in tt
Individual UK Samples of Anonymise BBRECORISNMENT & PLANNING A 1101 (2007).

287Se&oodin,supraote 89

288Sed. Trent Alexander et dhaccurate Age and Sex Data in the Census PUMS Files: Evidence7dmismplications
OPINION Q.551 (2010).

289Se® 0 ARrA, supraote265 at77.
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on the retention phase, andtis Articlesummarizecontrols here without providing a detailed
discussionA number of information security controls areroom at the retention stage, such as

access control, maintenance, security assessments, authentication procedures, incident monitoring anc
response, and audit¥-or example, for some categories of confidentialrthtatry standards may
requireencryptio ' or laws may require encryptiavhere reasonabffé Organizationsommonly

implement data retention and decommissioning policies to ensure data are retained for no longer than
necessary and data baclarpsiestroyeafter a certailengthof time?*Many states require personal
information maintained by state agencies or businesses to be destroyed when the data are no longer
needed®In addition, data sharing agreements often specify that the recipient must destroy the data
within some period, sucls ane year after receipt, dad may also requiseich a contractual
provisior?®

Data mlicies may also include data integrity and accuracy provisions. For éxtanmukcies
may requirerganizations to keep data accurate and up to date, ensndévitatls can access and
correct data about themselves, and notify thirdgaenecipients of any discovered inaccuracies in
delivereddata2®® Data tetheringan operationalize such policies. Data tetheriagres that all
instances of a piece ofarrhation are linked, so that changes in one place are reflected in all copies
of the datd?’

Privacy dashboards and personal data stores are tools which individuals can use to express detailec
permissions regarding retention and uses of their data. Adualdran use a wehsed privacy
dashboard to grant granular access permissions to her data only to select parties or faf%select uses.
Personal data stores enable individuals to effectively exeraysairigte control over where
information about thens stored and how it is accessed, and thus choose to share specific pieces of
personal information at specific times with specific gétfessonal data stores not only provide
increased control but, as usentrolled, interactive systems, are a pakémindation for developing
richer accountability mechanisms, online aggregation methods, and advanced security mechanisms.

Transparency, legal, and techoaratrolsmay also be availabtehe retention stagén example
of a transparency interventainthis stage isdata asset register, which disslasthe public what
data are maintained by an organiz#fiaregal interventionmiclude statutorpreach reporting
requirements, which require organizations to notify individuals and enforcerasnn lioeievent
of a data security breathExamples ofechnical measuresludefederated databases, for enabling

290See, €.4.SNATIONAL INSTITUTE OF STANDARDS AND TECHNOLOGY, CONTROLS(final),supraote229

291See, €.§=CURITY STANDARDS COUNCIL, PAYMENT CARD INDUSTRYDATA SECURITY STANDARD : REQUIREMENTS

AND SECURITY ASSESSMENPROCEDURES(Apr. 2015).

292See, e.glealth Insurance Portability and AccountabilityS&curity Rule, 45 C.F.R. 88 164.312(a)(2)(iv), (e)(2)(ii)
(2014).

293Sedonas & Harpesupraote262 at 324.

294See, e.bl.J. Stat. § 56182 (2006); Mo. Stat. § 288.360.

295See, e.gamily Educational Rights and Privacy Act, 34 C.F.R. § 99.31(a)(6)(iii)(C) (2014).

296See, e.Brivacy Act of 1974, 5 U.S.C. § 552a(d)(1) (2013); van deuflaote268 at 144.

297Se&cassaupraote20

298van der Sloosupraote268 at149.

299Sedom Kirkham et alThe Personal Data Store Approach to Personal,Atd BEECBEtYRITY & PRIVACY 12
(2013)see, e.yvesAlexandre de Montjoye et &n the Trusted Use of-Beade Personal DBB8EEE DATA ENG.

BuLL. 5 (2013).

300See, e.QFFICE OFMGMT. & BUDGET, supraote197

301 See general§ATIONAL CONFERENCE OF STATE LEGISLATURES Security Breach Notification, Laws
http://www.ncsl.org/research/telecommunicatiarstinformationtechnology/securitpreachnotificationrlaws.aspx

(last visited Julyp12015) (listing breach notification laws by state).

39



DRAFT

controlled queries across databases maintained by different orgaffizatigmstable policies, for
automating the enforcement of privacy pofiies)d secret sharing and other techniques for
managing keys for encrypted syst&ms.

4. Privacy controls at the release and access stage

Many controls are applied at thieasstage. Wdefine release inclusively to mean access to any
transformation, subset, or derivative of the data by a party not acting under the direction of the data
controller. Broadly, controls applied at the access stage may affect what portions of datd,are accesse
how decisions to grant access are madé#)e conditions imposed upon those accessing the data.

In some cases additional transformation, such as data aggreigétigrated into the access phase.

Operational policy, a central component of anynaat@agement program, can embed privacy
controls at the release stage. When releasing information, a government agency must make a decisior
regarding the proper balancing of privacy and transpdfren@&kample,curts have historically
made their recordsvailable to the public under a very strong presumption of op€wieis,
statistical agencieave requirestrong confidentialigyrotections for their dat¥ Governments are
increasingly pressured to make information available under a presumppienne$¥j and
commentators have suggested that expert panels, including a broad range of stakeholders, be involvec
in developing policies for making release deci$iBisk assessments and checklists are also used to
guide an evaluation of the privadssrassociated with a set of data, to help balance privacy and utility
considerations, and to determine an appropriate release mechanism or privacy control to mitigate
these risk¥?

Organizationsalsouse access controls when sharing data through an figiosgatem. Such a
system may require all users to register and provide contact information before accessing the data, and
it may also employ authentication protocols to verify the identity of an indDnglamilzations can
also useig¢red access systeto grant different levels of access to different parties based on, for
example, the affiliations or credentials of the individual. Tiered access may also incorporate more
advanced data sharing models. For instance, aggregate statistics in the émtingere\c table
might be provided to the publin interactive query system might be made available to a community
of researchers, and raw data might be made available to a small number of analysts who are approvec
through a careful screening process.

Large data repositories and statistical agencies like the U.S. CensuseBigeane data enclaves
to control access to and use of sensitive information. A physical or virtual data enclave is a secure
environment that enables authorized users to acoéisertiml data and analyze the data using
provided statistical software such as R, 8t&AS. A researcher must apply for access, tyipycally

302 See DATA PRIVACY AND INTEGRITY ADVISORY COMMITTEE, PRIVACY POLICY AND TECHNOLOGY
RECOMMENDATIONS FOR A FEDERATED INFORMATION-SHARING SYSTEM, Report No. 20101 (2011),
http://lwww.dhs.gov/xlibrary/asds/privacy/privacy_dpiac_report_2011_01.pdf.

303See, e.alana Kagal & Joe Pa®oeserving Privacy Based on Semantic PIHEY: Beuarity & Privacy 25 (2010).
304See, e.4di ShamirHow to Share a S&@&2efommunications of the ACM 612 €97

305Se€onley et alsupraote20, at 778.

306See, e.Gonfidential Information Protection and Statistical Efficiency Act of 2002, Pub. L.-84¢,107V, 116
Stat. 2899, 2962 (2002) (codified at 44 U.S.C. § 35(@Dha)e

307See, e.Gxec. Order No. 13,642, 3 C.F.R. 244 (2014) (Making Open and Machine Readable the New Default for
Government Information), https://www.whitehouse.gov/fitessoffice/2013/05/09/executiveordermakingopen
andmachineeadablmewdefailt-government O 8 ARA, supraote265 at73.

308See, e.gatleen Janssen & Sara Hugelipen Data: A New Battle in an Old War Between Reivesiy DIGITAL
ENLIGHTENMENT Y.B.2013(M. Hildebrandt et al., eds., 2008J; ARA, supraote265

309Sef®agallo & Bassiupraote274
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providing proof of identity, describing the scope and methodology of the proposed research,
establishing theeed for nofpublic data and the benefit of conducting the research, demonstrating
research expertise or specialized knowledge, and, if applicable, agreeing to be bound by the federal
confidentiality laws and penalties that apply to agency emldyesecure data enclave controls

and tracks all activity by the researcher, limits the linkages that can be made to auxiliary data, and
maintains recordbat can later be audited by a third party. The data cannot be removed from the
secure environment, andyagenerated tables, model coefficients, or other results are vetted for
disclosure risks prior to publicatitrSecure enclaves hosted by federal statistical agencies have not

led to any known security breaches, but their use makes it difficult t® aatidaplicate research

results.

Interactive mechanisms are systems that enable users to submit queries about a dataset and receiv
only theresultof thequeryanalysigperhaps rendered in the form of a table or visualizatiataset
is stored securely and a user is never given direct access to the raw datacuraibremediates
access. Such systems can restrict access to queries that are assgrisdéeipnitacy risks, and
they potentially allow for very saphii cat ed queri es. For exampl e,
Advanced Query System allows users to create their own customized contingéficy tables.

Many of these privacy controls, including prga@re methods for contingency tables, synthetic
data, data sualizationgndinteractive mechanisms, have been successfully used to share data while
protecting privacy, with no serious compromises discovered to date. The fact that these systems do
not provide direct access to raw data does not automaticallypewnacye but when made privacy
aware in an appropriate way, they can provide strong protection. Further, many of these forms of data
sharing have even been shown to be compatible with a strong new privacy guarantee known as
differential privaci}?®Differertial privacy provides a framework for measuring and reducing the risk
of disclosing privaesensitive information about individuals when analyzing and shariHg\data.
appropriately designed differentially private system can provide strong, provabdesytizat
individuaidspecific information will not leak, regardless of what auxiliary information may be available,
while still allowing for rich statistical analysis of a dataset.

Secure multiparty computations are electronic protocols that enahiertare parties to carry
out a computation that involves both of their datasets in such a way that no party needs to explicitly
hand a dataset to any of the otFféBecause secure multiparty computation allows for queries to be
computed without the need fill data storage to be centralized, it reduces the harm from data breach,

310 See, e€.g. Penn State Research Data Center, Applying for Special Sworn  Status,
http://www.psurdc.psu.edu/content/applyispeciabwornstatuqlast visited May 28, 2015).

311  See, €.g. Census Bureau, Census RDC Research Proposal Guidelines (2015),
http://www.census.gov/ces/pdf/Research_Proposal_Guidelines.pdf.

312U.S. Census Bureaupraote153

313For the foundations of differential privassgrit Dinur & Kobbi Nissim,Revealing Information while Preserying Privacy
Proceedings of the 22nd ACM SIGM@IGACT-SIGART Symposium on Prinaplof Database Syste282 (2003);
Cynthia Dwork & Kobbi NissinRrivae@reserving Datamining on Vertically Partitioned® Datddisgs of the 24th
Annual International Cryptology Conferes2@ (2004); Avrim Blum, Cynthia Dwork, Frank McShekgb&i Nissim,
Practical Privacy: The SuLQ Franrkracekdings of the 24th ACM SIGMEIIGACT-SIGART Symposium on
Principles of Database Systd@8 (2005); Cynthia Dwork, Frank McSherry, Kobbi Nissim, & Adam Gatiltnating

Noise to Sensitivity raferData AnalyBioceedings of the 3rd Conference on Theory of Crypto@@pli®006).
314Se®work, Differential Privacypraote28

315SeDwork, supraote247

316 Seerehuda Lindell & Benny Pink&ecure Multiparty Computation fopresgadgg Data MiridgPRIVACY &
CONFIDENTIALITY 59 (2009) SeeAlan F. Karr et al.Secure Regressidbisbibuted Databad€sJOURNAL OF
COMPUTATIONAL AND GRAPHICAL STATISTICS263 (2005).
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and allows computations across parties that do not fully trust eaéH mtheeory, it can be
combined with the interactive mechanisms and privacy aware computational nestioodsy pr
mentioned*®

Other advanced encryption approaches can enable computations on data while limiting learning
about the underlying data. Techniques from cryptography can ensure that no party learns anything
beyond the result of the computatiBor example, dinctional or homomorphic encryption is an
encryption method being developed to enable computations to be performed on encrypted data
without decrypting the data first and exposing it to attack.

Interventions at this stage may also have a tramspar economic component. For example,
data asset registers, transparency panetjeandebates (with published minutas)inform the
public about what types of information governntesitsand releasend how they decide which data
to release to rowithhold from the publié?® Charging fees, either eivee or subscription, or
otherwise raising the costs of access may discourage individuals from accessing the data for improper
purposeskor example, eecent proposal for tiered access to court resoodld make sanitized
versions of court records available online and unsanitized court records availabdéeoalytiom
courthouse, as a way to limit the aggregation and circulation of sensitive information while maintaining
utility to members of thaublic®*

5. Privacy controls at tkecpess stage

Once data are released or exit from a formal information system, the set of controls that can be
effectively applied changes, and the privacy risks continue to evolve. In some waye;absspost
phaseresembles the poellection phase, as private information is now available outside the data
controll erds system a rcdlectoon dowewer there afeosubstamtle o r
distinctions in that the information at the fastess stage nfewe been transfoeu,that different
rights and responsibilities may be attachedanditthat the data subject is much less likely to be
involved in decisions overaellection or reuse (in the absence of specific interventions to ensure
this involverant).

Privacy isks arising from data release change oveftibsequent releaseslata caimncrease
disclosure riskisy sening a sauxdiary informatianfor an attacker in compromising the original
release Further, it is increasingly recognized that explicit interventions related to controls on
downstream uses of data may be necessary to mitigate harm to data subjects, so consideration of
privacyrisks and controls on subsequentisisecessary.

Transpaency and accountability for misuse are essential to achieving an optimal balance of social
benefit and individual privacy protect@drn the face of ubiquitous data collection practices,
individuals find it difficult to effectively withhold consent bectngs playing field is unevéh,
making accountability for misuse of increasing importaragidition, dta collectors and individual

317Sesources citegupraote316

318See, e.fmosBeimel, Kobbi Nissim, & Eran Omijstributed Private Data Analysis: SimultaneoHsiyw Sobtving
What,PROCEEDINGS OF THE28 ANNUAL INT& CRYPTOLOGYCONFERENCE (CRYPTOWM51 (2008) (exploring the
combinatiorof secure multiparty computation and diffiéial privacy).

319Se€raig Gentryf-ully Homomorphic Encryption Using Ide&RcatEEeSNGS OF THEACM SYMPOSIUM ON
THEORY OF COMPUTING (STOCY169 (2009).

320See, €.9.0 ARA, supraote265

321Se€onley et alsupraote20, at 84844.

322Daniel J. Weitzner et ahformation AccountaBilifOMMUNICATIONS OF THEACM 82 (2008).

323Se@aul M. Schwartz & Daniel Soldvetice and Choice: Implications ffdidigitang to YquBlecond
NPLAN/BMSG Meeting on Digital Media and Marketing to Children (2009).
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subjects of the data generally must be better informed of potential and actual uses of data. One tool
for achieving thiype of transparency for data subjects is a privacy dashboard that provides notice to
individuals regarding which entities are accessing their data, how they are using the data, and any
privacy risks they may be exposed to as a result of the use ditéféiNdn-governmental
organizations, privacy commissioners, and the public should be able to monitor government releases
of data and speak out about privacy violattodecountability for misuse includes enabling
individuals to find out how their datavddeen shared and used, civil and criminal penalties for
privacy violations, and private rights of action for individuals harmed by an improperiudataf the

Organizations making data available online often provide terms of service or refer to ethical codes
that describe guidelines and best practices focasimgentialata aboundividualsWhen sharing
data in an individual transaction with a third pdstipa use agreements are a common approach to
controlling use, sharing, and reluaw:s or institutional policiegy requireata use agreements as a
precondition for transferring certain types of sensitive information. Laws and policies sometimes
speciy the terms that must be included or the procedures that must be followed in drafting such an
agreemenrif®or an institution may adopt a model contract that mirrors regulatory requirements and
best practices within an industry. Data use agreements ggdralg limitations on use, sharing,
and reuse of the data; obligations to secure the data; liability for harm arising from use or misuse of
the data; and mechanisms for enforcing the terms of the agreeprantice, it is often difficult to
detect wlations of a data use agreement and to erntf®teems; moreover, it is administratively
costly to draft a data use agreement that is specific to the types of data and the actors involved in a
given transactigf’ though there have been recent propésastomate the generation of custom
data use agreemetits.

Audit systems include both legal and technical mechanisms for detecting misuse of information
and preventing individuals from violating a data use policy. A secure datmepdb@veased to
recod every interaction with the data in an immutable audit log that can be reviewed later for improper
uses of the dat&Such ystems require users to register and provide contact infoyauadioim the
event of discovery of disclosure risks in a givehdsaa, administratocan usauditlogs to identify
individuals who have previously accessed the data and request that they return tbre destroy
compromised informatiohird party audits may be required to review data privacy and security
proceduresn an annual basis to ensure they are adequate, and such audits may also be required for
contractors with access to the data.

The combination of lifecycle phase and means of control forms a grid (illustrated inhaable 1)
canbeusedtoidentifyfedsd s et s of controls based on pol i cy
As noted below, some controls are applicable across multiplé&sttuyms.as describedSection
[1l.D , one can select, from among these feasible controls, appropriate tools for minithizatsthe

324See, e.Hlolinari & Marshsupraote274 at 31814; van der Sloatupraote268 at149.

325See, e.geenansupraote279

326See, e.flealth Insurance Portability and Accountability Act, 45 C.F.R. § 164.514(e) (2014) (providing the required
terms to be included in data use agreements for sharing limitetsylata s

3270 6 ARA, supraote265 at109.

328Examples include a National Cancer Institute Center for Bioinformatics and Information Technélagyoinitia

develop a tool for creating standardized electronic data use agreements, and research by members of the Privacy Tools
for Sharing Research Data project at Harvard University and MIT exploring theoretical frameworks that could support
development ot modular data use agreement generator.

329Sedonas & Harpesupraote262
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data.
Table 1. Example categorization of privacy controls and interventions.
Procedural Economic | Educational Legal Technical
Collection
limitation;
Data
minimization;
. . Consent
Data protection | Collection o
. education;
officer; fees; Transparenc Data
Institutional Markets for No'?ice' ) minimization;
Collection/ reviewboards; personal Nutri tior,w Notice and Computable
Acceptance Notice and data; labels: consent; policy
consent Property Public’ Purpose
procedures; rights . specification
. education;
Purpose assignmeni| _ . .
e Privacy icons
specification;
Privacy impact
assessments;
Aggregate
statistics;
Computable
policy,
. Contingency
Right to correct
or amend; tables;
: Process for Metadata ' Data
Transformation . Safe harbor de| . o
correction Transparency . L visualizations;
identification . .
Differentially
standards .
private data
summaries;
Redaction;
SDL techniques
Synthetic data
Audits; Breach Computable
Controlled Data asset reporting policy;
Retention backups; reg|§ters; requwemer?ts; Encryption;
Purpose Notice; Data retention| Key managemel
specification; Transparency and destructior]  (and Secret
Security requirements; sharing);
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assessments; Integrity and Federated
Tethering accuracy databases;
requirements | Personal data
stores
Access controls
nsent; o
Consent; ) Authentication;
Expert panels;
L . : Computable
Individual privacy Integrity and .
. Access/Use policy;
settings; accuracy . .
. Fees (for . _ Differential
Presumption of requirements; . )
data Data asset privacy;
openness Vs. : Data use .
. _ controller or|  registers Encryption (incl.
Access/Release privacy; ) . agreements
subjects); Notice; . Functonal,
Purpose (contract with .
e Property | Transparency . Homomorphic);
specification; . data recipient) .
. L rights Interactive query
Registration; ) Terms of
L assignment . systems;
Restrictions on service .
Secure multipart
useby data .
computation
controller
Risk assessmen
Civil and
criminal Computable
. . nalties; licy;
Audit procedures Privacy penaties; policy, .
PostAccess : . Data use Immutable audit
. . Ethical codes; Fines dashboard )
(Audit, Review) Tethering: Transparenc agreements logs;
9 P ) Terms of Personal data
service; Private stores
right of action

C.

Assessment and treatment of privacy risk should encompass the range of threats to privacy, the
vulnerabilities that exacerbate those threats, the likelihood of disclosure of information given those
threats and vulnerabilities, and the extent, severity, and likelihood of harms arising from those

IDENTIFYING INFORMATION USES THREATS AND VULNERABILITIES

disclosures® This Section discussesamples ofnterded uses, threats, amalnerabilities that
should be considered in such an analysis.

1.

Selection of privacy controls should take into account the information uses and the utility of the
data. Much of this comes into play at the release stage, but use may occur at each stage of the lifecycle
Identifying the information uses involves a cerdfidn of the uses intended by the legislators,
regulators, and judges who established the relevant data collection, maintenance, and release policies

330Vadhan et alsupraote25

Information uses and expected utility
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by the government agencies implementing the data programs; by the data subjects who provided their
datato the government; by the data users who seek to access and analyze the data; and by the genere
public, or its expectations regarding how data about citizens are collected, retained, used, and release
by the government. In addition, this analysis itatkesccount the stakeholders to whom benefits of

the data program accrue, and the assumptions under which the benefits are expected to be realized.

Evaluating the utility of the data involves a comparison of the types of uses or analytic purposes
intendedby each of the stakeholder groups, and how the privacy controls at each stage enable or
restrict such uses. The choice of a data release mechanism can enable or preclude different types of
data uses, and the organizations releasing data, and anabgstk tohase it, may have certain uses
in mind, such as requirements for conducting indnelehlvs. populatielevel analyses, linking the
released information with other data sources, or analyzing static sets or stredaimegiatzalA
data relese decision affects the output of the data, such as whether the data are made available as raw
individuallevel data, as a summary table, as model parameters, or as a static or dynamic visualization,
among other alternatives. Similarly, the type of métggdtesired by the analyst can vary between
contingency tables, summary statistics, regression models, data mining, and other analysis types. Fo
instance, a release of data by the U.S. Bureau of Labor Statistics contains onlieegigiatmate
enalte statistical analyses at the population level, but not learning about individual respondents in the
data®*In contrast, a data release under a state public records law, such as a response to a request for
a list of handgun permit hold&tsr political doors®** will sometimes disclose information at the
level of an individual. In the latter case, the release of such data at the-ledelicdoay be
appropriate if it is deemed to be vital to serving a public interest, such as enabling journalists and
reearchers to study the impact of handgun permitting on gun violence or to investigate the funding
sources for a political campaign, respectively.

Consider, for example, the recent disclosure of automated license plate reader data by the City of
Minneapolig** These records were originally collected by local law enforcement officials for internal
use in law enforcement investigations. The state legislature had recently passed an open data statuts
mandating the disclosure, in response to a request from tice gfubll government data not
specifically barred from release by a federal or state law or by a temporary classification of the data as
nonpublicdat#*As required by |l aw, the cityds police
including thelate, time, and location of automobiles throughout tH&these data were used by
commercial entities, suchvahiclerepossession businesses and data aggregation services, in ways
that were not intended by the legislature or the police departmémdtamere inconsistent with
public expectations about the uses of data about them collected and held by the government. News
stories about the scope of data released and how they were being used by third parties led to public
outcry about potential privaciolations, and the license plate reader data were soon after reclassified
by the city as nonpublic recottd¥he intended law enforcement use of theashtahe public safety

331See, e.Gonfidential Information Protection and Statistical Efficiency Act of 2002, Pub. L.-B&7, 107V,

116 Stat. 2899, 2966 (2002) (codified at 44 §.35C1 note (2013)).
332Fitz-Gibbon,supraote80.
333Se@rotectMarriage.com v. Bowen, 752 F.3d 827, 835 (9th Cir. 2014).
334Seé&ric RoperAugust 17, 2012: City Cameras Track Anyone, Even MinneapolisSMaybrIBykaKSept. 19,
2014), http://www.startribune.com/alg-2012city-cameratrackanyonesvenminneapolisnayorrybak/166494646.
335SedMinn. Stat. § 13.03 (2012).
336 SeeCyrusFarivar,Found: Secret Location of Minneapolis Police LicenseARBECReade(Pec. 18, 2012),
http://arstechnica.com/tecipolicy/2012/12/foundsecrefocationof-minneapoligpolicelicenseplatereaders.
337Minnesota Department of Administratidnformation and Analysis Division, Current Temporary Classifications,
http://www.ipad.state.mn.us/docs/tccurrent.html (last visited June 30, 2015).
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purpose of the data collection were not furtheyadaking the data avaiéatd the public. Instead,

the stakeholders who benefited the most from the release were commercial entities who derived
financial gain from use of the individeakl data that would not have been possible with aggregate
data.Moreover, the transparenayis of the open data law could largely be served by the release of
summary data, rather than individera| data, about automated license plate reader programs. For
these reasons, it is clear that the release was fnatekéd to the intent and exadicns of the
stakeholders involved.

2. Privacy threats

A privacy analysis should explicitly considerptivacy threatsor the potential adverse
circumstances or events that could cause harm to a data subject as a result of the inclusion of that
S u b j data in & data collection, storage, managemegigaseTheconcept of a privacy threat
encompasses factors related to the capabilities and goals of adversaries and the sensitivity of the
informationpr its overall potential to cause individual, graugocial harn€haracterizing the types
of threats to a data release and the types of harms that may result from the realization of such threats
is a useful first step in estimating the extent and severity of the potential adverse effects of a data
release.h some cases, characterizing the typeseftiaharnsmay put upper bounds on thnerall
expected harm@ssociated with a releagdor example, the ondgpnceivablaarm is embarrassment.
However, in other casesjaluating the extent andesgty of potential harm requirgsecifyingn
implicit or explicit threat mogel concept derived from the field of computer scigemlowing
such arapproach, we aim to comment on additional desiderata for applying threat models within a
lifecycle famework. Within information security it is a relatively standard practice to characterize the
origin of threats using three broad categories: environmental, accidental, and delidvhist acts.
discussions of information privacy issues related toldateseappear to be concerned entirely with
deliberate privacy violations. However, when conducting a lifecycle analysis, one should also consider
threats due to accident (e.g., mistaken release of data or software defects), as such events are know
to beasignificantisk in data manageméfiPrivacy threats of environmental or{gig., due to a
system failure caused by equipment overhemgngynceivable, but unlikely.

When the origin of a threat is deliberate, a threat model can be thought of as an adversary model.
Modeling adversaries typically includes specifying their objectives, the auxiliary knowledge they
possess, and their resources or capabilities. Some anoglé £rf potential adversaries include nosy
neighbors (or relatives), business competiiatizs brokersnuckraking journalists, former spouses,
potential employers or insurers, oppressive governmentsyathessmthers. For exampleoay
neighbor right be characterized as having an objective tepemificsensitive characteristics about
a fewparticulasubjects, detailed auxiliary information on these subjects, but few additional resources,
whereas data brokemight be characterized as hasingore general goal to link at least one person
to a known record in the database, little general knowledge, but moderate®f&€sources.

Note that some formal definitions of identifiability embed adversary models. For example,
indistinguishabilitpased appaches such asakonymity imply that adversaries do not possess
auxiliary knowledge of subject characteristics contained in the data, other than those characteristics

338For a general detailed and thoughtful discussion of threat models in the privacy cotitestmaete24
339Sed).SNATIONAL INSTITUTE OF STANDARDS AND TECHNOLOGY, CONTROLS(draft),supraote191

340 See, e.gStephen OhlemacheCensus Bureau Admits Privacy, B¥®@Aclobay (Mar. 7, 2007),
http://usatoday30.usatoday.com/news/washington/20807-1535966293 x.htm (reporting that @ensus Bureau
inadvertently posted personal information publicly while testing new software).

341SedVILLENBORG & DE WAAL, supraote138

47



DRAFT

| abel e-dd emtuiafsiier s, 6 whereas di ff er e advarsary pri v
knowledgeNote, however, neitherdnonymity nor differential privacy is designed to reduce harms

from system vulnerabiliti€3ne should keep the limitations of such implicit threat models in mind

when performing a lifecycle analysis. Incpdati since the information lifecycle generally involves
retention of data, threat models that focus only on release are necessarily incomplete. For example,
applying kanonymity or other déentification techniques to data before release may mitigate th
threat of reidentification attacks against published data, but the technique is not designed to mitigate
threats to privacy from observation of the data collection paitadss against the servers that store

the original data after it is collecdpostpublication releasef additional data that expand the

auxiliary information available to an adversary.

One should also consider gensitivity of the data, or the extent, type, and likelihdwaro
thatcouldresult when a threat is realizednerallyinformationshould be treatess sensitive when
that information, if linked to a person, even partially or probabilistically, possibly in conjunction with
other information, is likely to cause significant harm to an individual, group,yoFsodrnstance,
harms may occur directly as the result of a reaction of a data subject or third parties to the information,
or indirectly as a result of inferences made from information. As an example of a potential harm that
is indirect and inferentialitonevertheless substantial, researchers have demonstrated that Facebook

0li kesdé can be wused to oOoautomatically and ac
attributes including sexual orientation, ethnicity, religious and political visevslifye traits,
intelligence, happiness, use of add¥Aceteasede s ub:

set of data may, therefore, be very sensitive and have the potential to cause serious harm, even if it
does not contain pieces ofamhation that have traditionally been considered sensitive.

There isa broad range of informational harms recognized by regulation and by researchers and
practitioners in the behavioral, medical, and social sciené€ Hetdstial informational harm&ar
wide ranging, including loss of insurability, loss of employability, market discrimination, criminal
liability, psychological harm, loss of reputation, emotional harm, and loss of dignity. Broader harms
to groups and society include social harms tonarable group such as stereotyping, price
discrimination against vulnerable groups, market failures (e.g., by enabling manipulation, or
eliminating uncertainties on which insurance markets are predicated), and broad social harms arising
from surveillanceush as the chilling of speech and action, potential for political discrimination, or
blackmail and other abu&€ésn evaluating the sensitivity of information, it is also important to take
into account the expected magnitude of the harm if identificatearming were to occur, and the
number of people that would be exposed to faarrivacy threat is realized

3. Privacy vulnerabilities

Recall fromSection lll.A that the definition of privacy vulnerabilities is broader than the
corresponding information security term. In particular, privacy vulnerabilities are defined as any
characteristia¥ the data, systems, and related cof@ixincrease the likelihothétprivacythreats
will be realized. Privacy vulnerabilities may arise from the characteristics of the data being collected,

342 SeeMichal Kosinski et alRrivate Traits and Attributes Are Predictable from Digital Records of, Hathan Behavior
PROCEEDINGS OF THENATIONAL ACADEMY OF SCIENCES5802 (2013).

343 See, e.(LIZABETH A. BANKERT & ROBERT J. ANDUR, INSTITUTIONAL REVIEW BOARD: MANAGEMENT AND

FUNCTION (2006)RAYMOND M. LEE, DOING RESEARCH ONSENSITIVE TOPICS(1993).

344Sedeil M. RichardsThe Dangers of SurveillaéeRry. L. REv. 1934 (2013); Daniel J. SoldveéBrief History of
Information Privacy, lreROSKAUER ONPRIVACY (Christopher Wolf, ed., 2006).
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managed, or released; of the logical or physical systems used to manage that data; or of the broadel
context of release.

More speifically, vulnerabilities are associated with the scope of information collected,
maintained, used, and disseminated by the organization. Some data programs involve the collection
of a small number of data points about the characteristics of citizdgison to a narrow topic or
a single event. In other cases, governments have the potential to collect extensive (sometimes
exhaustive), fine grained, continuous, and i
history, associations, and inteoast with others, behavior, speed, communications, physical and
medical conditions, and commercial transactions, among many other categories of information. The
choice of appropriate data sharing mechanism and privacy interventions will thereforeadiffer fo
police department periodically releasing crime statistics aggregated to the neighborhood level, and for
an open data portal managing thousands of datasets containing a wide variety of geolocation,
demographic, and survey response data.

Privacy vulnerdliiies also arise from characteristics of the data being collected, managed, and
released that make it easier to learn about the characteristics of individual data subjects. This set of
characteristics can be thoughh@drmallya s t h e 0 i af taendata. For exdmiplé, thérey abe
risks that sensitive information about an individual will be disclosed through identity disclosure,
meaning the risk of assigning a named individual to a sensitive record in a released set of data, as wel
as risks oftiribute disclosure, meaning the risk of assigning a sensitive characteristic to an individual
or group of individuals with or without associating this characteristic with a named individual.
Attribute disclosure may occur, for instance, if an indivsderdwn to be a member of a subsample
in the data, and all members of that subsample share the same characteristic.

A traditional andommorty adoptedpproach to assessdigclosure riskgegins by determining
whether the data contain direct identif@rguasidentifiers, the latter of which are defined as
personally identifiable, and externally readily observable, characteristics of #divithalsate
1990s, Latanya Sweeney identified the record of Massachusetts Governor William Weld in an
anorymized medical claims dataset by comparing sex, ZIP code, and date of birth with publicly
available voter registration recéttiBhese three seemingly innocuous pieces of information uniquely
identify well over 50% of the U.S. populatibifo mitigate therisk of identity disclosure,
organizationgypicallymake f f ort s t o oOanonymized data by red:
dates of birth, street addresses, telephone numbers, and Social Security numbeideatifiayaasi
such as sex, raaghnicity, and other demographic information, before release. This is an approach
that has historically been endorsed by laws and regulations in certain sectors. Health records redactec
according to the HIPAA Privacy Rule safe harbor standard andedecatids redacted according
to the FERPA dé&dentification standard can be shared without restriction because they are deemed
not to contain identifiable information about individuals and therefore their release is considered
minimally harmfiit?

It is now weltlunderstood, however, that stripping direct and-giggwifiers provides very weak
privacy protections, as it is oftgnte easto reidentify individuals in data that have been treated in

345Sed\lan F. Karr & Jerome P. Reitdsing Statistics to Protect, RrRRI®CY, BIG DATA, AND THE PUBLIC GOOD
(Julia Lanet al. eds., 2014).

346Setkatanya Sweendyeaving Technolddydicy Togethdatntain Confidentidiby.L.,MED.,& ETHICS98; Latanya
Sweeneyniqueness of Simple Demographics in the USd&aiation Lab Technical Report (2000).
347Sesources citesupraote 346

348See, €.45 C.F.R. § 164.514(b) (2014); 34 C.F.R. § 99.31(b) (2014).
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this way* It has been shown more generally that it takgdittle information to uniquely identify

an individua®® Even in the absence of direct identifiers and-igiesmifiers disclosuragisks can

remain through indirect linkages to auxiliary information, or through statistical reidentification,
throughéar ni ng about individuals without iidentif)
learning about characteristics of specific géduper instance, researchers demonstrated that

i ndividuals could be unigaebgyinmdezeddffiedminat
users, potentially allowing an individ®&#alds r
There have been numerous other examples where this phenomenon has been exploited for
reidentificatio®;®* and discleure risks continue togrow as information about individuals is
increasingly made available through publicly accessible government and commerci&f databases.

More generally, the computational and statistical literature on privacy defines disclogiye in a va
of ways. Work on statistical disclosure limitation initially defined disclask@&fogidentification,
operationally in terms of record link&gy& record linkage occurs when a real person is matched with
certainty to a specific record indla¢abase. The use of record linkage as an operational definition for
identifiability began to be generalized to concepts based on indistinguishability, following Latanya
Sweeneyds for mal i zamdnynityi®Indistingdishabilityccanrbeotigpt of ao f  k
hiding in the crowd, as each record in the database must be identical to some number of others on
specified quasientifying fields. Most recently, disclosure has been defined in terms of learning.
Formal privacy concepts such as differgmtialcy aim to place bounds on what one can learn from
a particular release about any individual, as a result of her inclusion in the data from which the release
was derived. We adopt this more modern definition.

To mitigate these types of attribute dssok riskssomeorganizations go beyond redaction and
also apply statistical disclosure limitation techniques to aggregate and perturb data béfore release.
However, aggregate data are also associated with disclosure risks. Providing query access to only
aggregate statistics, for example, may reduce the risk of direct reidentification, but even such systems,
if not carefully designed, can leak substantial amounts of personal information. It has been shown, for
example, that a large number of aggregatengestatistics could be used to determine, with high
statistical confidence, whether an individual was part of the population studied, and this led the
National Institutes of Health to eliminate public access to such stitReésearchers have
discoverd attribute disclosure risks in recommendation system@&sAcdma z onds sy st er

349See, e.@hm,supraote23

350Seele Montjoye et alsupranote 226 YvesAlexandre de Montjoye et &lnique in the Crowd: The Privacy Bounds of
Human Mobilitg NATURE SCI. REP. 1376 (2013).

351Sesources aupraote350

352Sedlarayanan & Shmatiksupraote225

353See, e.Mlichael Barbaro & Tom Zeller & Face Is Exposed for AOL Searcher No.,MY7/Ta8S Aug. 9, 2006.

354 U.S. GOVERNMENT ACCOUNTABILITY OFFICE, INFORMATION RESELLERS CONSUMER PRIVACY FRAMEWORK

NEEDS TO REFLECT CHANGES IN TECHNOLOGY AND THE MARKETPLACE (2013),
http://www.gao.gov/assets/660/658151.pdf.

355See, e.dosep DomingBerrer & Viceng Torrd)isclosuresRiAssessment in Statistical Microdata Protection via Advanced
Record Linka@B8STrATISTICS& COMPUTING 343 (2003).

356Se&weenegupraote225

357Se&arr & Reitersupraote345

358Sedlils Homer et alResolving Individuals Contributing Trace Amounts of DNA to Highly Cdsiptek igfiteinsés

SNP Genotyping Micropdiai©SGENETICS8 (2008); Jason FelEMA Databases Blocked from theBaBIsELES

TIMES (Aug. 29, 2008), http://articles.latimes.com/2008/aug/29/locaidma29.
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providing producsuggestionbased on aggregated consumer beliz\dar another example, the

Israel Central Bureau of Statistics provided a publibaged mechanism foegple to make

aggregate statistical queries of data from an anonymized survey, but researchers extracted the record
of more than one thousand individuals by querying the system and, furthermore, demonstrated that
it was possible to link the records tatifiable peopl&?

Addressing disclosure risks is a particularly challenging probigimdionensionadataseté.e.,
datasets containing many attributes per individual}o the quantity and richness of the data they
contairt®*For example, no method currently exists that allows detailed location data to be anonymized
and then safely published. Rather, it has been demonstrated that individual mobility traces in a large
scale dataset of 1.5 million people are highly identiigblgist four spatibemporal points being
sufficient to uniquely identify 95% of data subjects, and that coarsening such data provides very
minimal privacy protectidff.In another demonstration based on the credit card purchase histories
for 1.1 millionpeople, information about just four transactions was shown to be uniquely identifying
for 90% of individuaf§?

D. DESIGNING DATA RELEASES BY ALIGNING USE THREATS AND VULNERABILITIES WITH
CONTROLS

In thisPart wehavedescribd the elements of a framewdok managing privacy in data releases.
The objective of the framework is to support the design of a program for data collection, management,
and release thahableslesired uses of the data aptmizegrivacy and utility through selection of
controls hat are appropriaggventhe useshreats, angulnerabilities. In other words, a framework
should map useasreats, andulnerabilities to privacy controls. In 8estiorwe sketch this mapping
in a broad outline. Nsingleapproachrom privacy scigce, information science, computer science,
or public policy is complete enough for a mapping to be fully prescriptive. THbsctibrss
intended to describe a systematic method for analyzing data release tcedeternoe specific
outcomes.

A systematic approach to analysis, analogous to that used in information security, but adapted to
the privacy arena, comprises specifying desired data uses and expected benefits; examining each sta
of the cradléo-gravedatalifecycle to identifghreats ad vulnerabilities to privacy; and then selecting
controls for each lifecycle stage that are consistent with thérests, andulnerabilitiegat that
stageWe propose that a systematic analysis of privacy for data release include the elett@nts that f
below.

We expect that, in the future, as emerging new privacy technologies become standardized and
mature, and as the nprvivacyrisks from big data became better understood, it eolnapossible
to select controls for many common cases throsigplay-step engineering procddewever, e
state of the art does not yet support such a mechanical process for selecting intedDwgrdgions.
is instead to provide a systematic and useful decomposition of the factors reédeasingata,
in order to identify feasible interventions, mapagacyrisks, and document decrss and the
rationale supporting themBecause the selection of appropriate intervekpends on a specific
evaluation of risks and benefits and there igeshatstandard mechanical process for this, we strongly

359Sedoseph A. Calandrino etalY i ght Al so Li ke: 6 Pr iPRrameedingshiteseHEEEof Col
Symposium on Security and Pri28% (2011).

360Seiv, supraote21.

361Sed&ATE RESEARCHCOUNCIL, PUTTING PEOPLE ON THE MAP supraiote18

362Seée Montjoye et abupraote 350

363Sede Montjoye et abupraote226
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recommend that government actors be transparent in documenting their analysis of each lifecycle
stage and of the interventions selected.

1. Specifying desired data uses and expected benefits

It is a geeral truism that one should have some idea of the expected benefits of a policy before
adopting it, and that the expected benefits sloaNdeighthe costs and risks of the poligy.
addition,as it has become clear that gowernmentelease oflata aout individualgreates some
nornzero privacy risk, it is important to specify and articulate the expected benefitypes dhe

uses from which thesxpectedenefits flowEven where thexpectedenefis of a government

data releasare great (andve believe this often to be the case), policymakers have an ethical
responsibility to reduce gk data subjects where possiBlevernment actorshould thus select

privacy controls that produce the smallest risks to data subjects possible vealeisgllthe
expected benedifrom the release

Although the state of the art is not suffidyentatureo supportpreciseecommendations
or controls based dheanalytialuses requiredit maynevertheledse useful to consider the anadytic
characteristics of tirtendediseof the dataincluding the desired form of the analytical output; the
goal of theanalysis; the utility, loss, or quality measure; and the analysis metffddadgition,
the compatibility of controlshould be caidered inlight of the proposed analdicuses. For
example, data minimization appliethatollectionstagereduces therivacyrisks to data subjects
from both retention and release, ibagan prevent many downstream tisasmight be desirable
Functional encryption applipdstcollectiorprotects against threats during retention and allows for
prespecified families of queries to be performed over the data without revealing other information,
although any uses that depend on richer querieshtisen for which the system was originally
designed may be preventeahvidingdifferentially privatanalyseat the release stage afow for
statistical analysis of populatfievel properties, but cannot support analyses that target individuals
or gnall subsets of the populatidxpplying redaction at the release stage and releasmyek-
anonymized database for public use permits a wide variety obbmalyéils and derivative works
to be produced, but the redaction necessary for prieéegtion both reduces the utility in the data
and potentially biases inferences based upon the redacted data.

2. Selecting controls

As discussed gectionlll.A C, thae is a range of threats to privacy and sources of vulnerability
that make the threats more likely to manifeatgiven set of daf@he threats and vulnerabilities
associated with a specific data release case vary accordohgtadtezistics of tlkata information
systems, and actors involved, among other contextual factors. Such characteesticerlrag
vulnerabilities, limit the types pfivacy controls that can be feasibly appliedyesiucethe
effectiveness of such controls. As we angested ian earlier worRe® the followingdata
characteristics are particularly relevamtanalysis of vulnerabilitiasa data releaaadtheselection
of appropriateontrols:

Logical structure (e.g., single relation, multiple relationalrknetvgnaph, semi
structured, geospatiahdaggregate table);

Source population and unit of observation or measurement;

364 Sedilexandra Wood et alntegrating Approaches to Privacy Across the Researcterifdayntgtudorad Studies
(Working Paper@®4), http://papers.ssrn.com/sol3/papers.cfm?abstract_id=2469848.
365See id.
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Attribute measurement type (e.g., continoousscrete; ratianterva) ordinal or
nominal scal@ndassociated schemmeontology);

Performance characteristics (e.g., dimensiaraiiynber of measures, number of
observatios orvolume, sparseness, heterogeoeitariety,andfrequency of updates
velocity); and

Quality characteristics (e.g., measurement error, metahapletenesand total
error).

For example, the characteristiesociated witthifferent forms of big data can have a variety of
surprising privacy implications. Individual recordfighdimensionaldatasetsi.g., datasets
containing many attriteg per individuphre often unique, and thus it would be difficult to apply
controls based arcord linkage, such aahkonymity®®Rich, messy data, such as information from
social networkgan contain unanticipated information in the structure oathatselthat creates
vulnerabilities, as the identifiability of the data will likely remain high after standard redaction controls
have been appliéd

More generallythe degree of harm to be prevented should determine the resources that
policymakers dete toprivacycontrols and interventions, and the extent to which barriers to use and
reductiors in data utilityare justified. In turn, the expected harm from an uncontrolled release is a
function of the threats and vulnerabilities from all stages ioffdhmation lifecycle. In many cases
the primary threats and vulnerabilities arise from reidentification or learning vulnerabilities being
realized after the datavihdeen released, and the degree of harm can be roughly estimated by the
category in whicthat harm fall©nce determined based on the threats and vulnerabilities of a release,
the level of expected harm from an uncontrolled release can help guide the satesipropfiate
set ofprivacycontrols.

Figure 2 belowrovides a partial cogytualization of the relationship between the threats and
vulnerabilities associated with a given set of data and the suitability of selected procedural and legal
controls implemented at the collection and release stages. Note that, for purposasarf, ithistr
diagram focuses on a small subset of interventions from the more comprehensive set of procedural,
economic, educational, legal, and technical controls cataloged in Secfitve idleBign of a data
release mechanism should draw from the naiige of available interventions and incorporate
controls at each stage of the life¢cyndduding the posiccess stage practice

In this diagam, the »axis provides a scale for the level of expected harm from uncontrolled use
of the data, meaniniget maximum harm the release could cause to some individual in the data based
solely on the sensitivity of the informatipe.,the use of a privacy control is not a factor in the
calculation of the level of expected hafims scale ranges from lovhigh levels of expected harm,
with harm defined to capture the magnitude and duration of the impact a misuse of the data would

have on an affected individualds | ife. To il
number of examples as refeze points along this axis. At one end of the axis, there are the most
negligible harms, or those that are not expected to have an effect aniardinda | 6 stthdai | y |

other end, there are life threatening harms, such as harms that may decabduti@omestic
violence victims or individuals engageghivgrelated activity are leak In between these two end

366See, e.hlarayanan & Shmatik@upraote225

367See, e.gars Backstrom et alVherefore Art Thou R3579X? Anonymized Social Networks, Hidden Patterns, and Structu
Steganography oc eedi ngs of t he 16 tdehWeld1t(2007); Jasmimé Novak efati:dliasing Wor | d
onthe Wedbr oceedi ngs of the 13th 1300R004). Conference on Worl d
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points fall examples of minor and temporary harms, significant and lasting harms, and life altering
harms that fall short of being lifeeatening.

The yaxis provides a scale for the fistsformation identifiability or learning potential from a
data release. In contrasttie level of expected harm, the assessment of information identifiability or
learning potential may be affectgdh® application of a privacy control. A number of examples are
provided along this scale for illustration purposes. At one end, thete setsdantaining direct or
indirect identifiers, such as nanaekiressesand dates of birth.tAhe otherend there are data
released using expedlypliedigorous statistical and nstatistical disclosure limitation techniques,
particularly those supported by a formal mathematical proof such as differential privacy or secure
multiparty encryptiomn betweenthere are examples such as data sets from which direct and indirect
identifiers have been removawld data transformed using heuristic statistical estattstical
disclosure limitation techniques, or those based on experience and intuition sutiona$ trad
aggregation techniques.

The level of expected harm from uncontrolled use and thegms$brmation identifiability of
thedata, taken together, point to privacy controls that are appropriate in a gigsrshasa by
the shaded regions in tiagramRegions divided by a diagonal line correspond to categories of
information for which a government agency could reach different conclusions theessed on
intended uses of the data an@lacy standards that ydasedhe applicability of a reguiai,
contract, institutional policy, or best practice.

The white region of the diagram represents categories of data that one might reasonably decide
to release without the use of additional privacy controls such as terms of service restricting data uses.
For examplethe lowetleft corner of the diagram corresponds to information associated with
negligible harrfitom uncontrolled use amformationto whichrigorous disclosure limitation
techniques providing a formal privacy guarantee have beenHpplied category of information
one might reasonably decide to release without the use of additional privacy controls, unless such
controls are required by regulation, contract, or policy (in which case, the policy controls required by
such policy should lagplied). For example, in many cases it would likely be considered reasonable
to release certain diffatially private statistics basic demograpkiofa population, such as age
distribution, without requiring additional restrictions on usglisclosure.

Figure 2. Conceptual diagram of the relationship betweegpost-transformationidentifiability, level of expected
harm, and suitability of selected privacy controlfor a data release.
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1
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(eg, temporary  (eg, fongterm  jndennment) gang violence)
embarrassment) reputational harm)

Level of Expected Harm from Uncontrolled Use

Regions in light gray refer to data releases asbofiate low level of expected harm from
uncontrolled use, or data that have been transformed to reduce the identifiability of the data. For
most data in this category, notice to and consent from the data subjects, in combination with
clickthrough terms &fervice prohibiting misuses of the data, would be considered a reasonable
practice for releasing data from this category. An example of data described by this category are
national and state test scores released as custom aggregate statistics hyéme depar
Educationds National Center for Edu<cation St a
identification and linking of the data, among other restri¥fibos.some data within this category,
such as data collected from human subjects forcteseaducted with federal funding, approval
from an institutional review board and a data use agreement may be required, as reflected by the
medium gray regioff8.

The medium gray region corresponds to higher levels of expected harm or increased
identifiability of the dat@his category of data is released only upon application, review, and

oversight from a data protection officer or institutional review board, and data use agreements are

368National Center for Education Statistics, NAEP Data Explorer (last visited Aug. 10, 2015),
http://nces.ed.gov/nationgportcard/naepdata.
369Se¢he Federal Policy for Human Subjects Research, 45 C.F.R. pt. 46.
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used to limit data use and set forth penalties for misuse. Examples of data within this category
includecertainmedical or educational records protected by HIPAA and FERPA, respectively, which
can be shared only in limited circumstances with screenediasiunder the terms of a data use
agreement or with IRB approval.

For highly identifiable and harmful data, represented dgrkest grasegion, access
permitted onlyhrough a secure data enclave with immutable audit logs and enforcement
mecharsms. Examples of information in this category include responses to sensitive survey
guestions, such as those related to abortion, illegal conduct, sexual behavior, stigmatizing medical
conditions, and mental heafthmaintained by statistical agenciegeintifiable form and therefore
protected by CIPSEA?

In some cases, the practices represented by this diagram deviate from regulatory standards.
Consider, for example, the region corresponding to data associated with significant and lasting
harms but fromwhich direct and indirect identifiers have been removed. An example of information
from this category is medical records which would otherwise be protected by the HIPAA Privacy
Rule but which have been transformed by redaction of certain direct actddedirgers
according to the | awds safe harbor deidenti fi
deidentificationf redacted according to the safe harbor standard, the data can be released without
any restriction, and, if redacted acogrth the limited data set standard, the data can be shared
under the terms of a data use agreement. Also note that the privacy science literature has called into
guestion the effectiveness of simple redaction of direct and indirect identifiers for privacy
protection’”?In light of evolving best practices, an agency may decide not to adopt this standard but
to require privacy controls, such as application and oversight procedures, that are more restrictive
than the law requires. Such an approach deviatesdinamon practice, but it could be considered
a best practice for an agency seeking to provide strong privacy protections in light of current
understanding of disclosure risks.

As indicated by the diagram, for any data collected about individualsyulded sfinimum be
some terms of service restricting their use, unless the data are deemed negligibly harmful and they
have been transformtmreduce disclosure riskgyure 2 also illustrates how, for a given set of data,
access may be made availahiéfferent categories of users through different modes of release, an
approach referred to as a tiered access model. The diagram shows the relationship between
transformation and release controls, and indicates how controls can be selected at @ach access t
For example, an agency could provide public accesmedata without restriction after robust
disclosure limitation techniques have transformed the data into, for example, differentially private
statistics. Data users who intend to perform antigsesquire the full data set, including direct and
indirect identifiers, could be instructed to submit an application to an institutional review board or

370Se@ERPA, 34 C.F.R. 88 99.31(a)(6)(iii)(C), 99.35(a)(3); HIPAA Privacy Rule, 45 C.F.R. 88 164.512(i)(1)(i), 45 C.F.R.
164.514(2).

371Sed).S. Census Bureau DStawardship Executive Policy Committee, Policy on Respondent Identification and
Sensitive Topics in Dependent Interviewing, PolieyaX®ec. 9, 2014),

http://www2.census.gov/foia/ds_policies/ds016.pdf.

372For a discussion of the use of formal screenouggses and secure data enclaves for accessing statistical

information, sesupraection 1.A.3.

373Sediscussiosupr&ection 111.C.3.
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other oversight body, and their use of the data would be restricted by the terms of a data use
agrement. In this way, data release mechanisms can be tailored to the threats and vulnerabilities
associated with a given set of data, as well as the uses desired by different users.

Note that, khough the datansformation anctlease staggypically atact the most attention,
threats and vulnerabilities arising from other lifecycle stages should not be ignored. For example,
privacy risks may be creadgthe collectionstagef the data collection process could be observed by
an adversary; data thegretained longermarevulnerable to unintended breaches; and, increasingly
in a big data world, external, independent publication of auxiliary information magwreate
unanticipategrivacy risks long into the p@sicess stage.

IV.  APPLYING THE FRAM EWORK TO REAL-WORLD EXAMPLES OF
GOVERNMENT DATA RELE ASES

To demonstrate how this analytical framework can inform the selection of privacy controls that
align with the uses, threats, and vulnerabilities that are specific to a data release, thistfiart applies
framework totwo reailworld examples of open government data relédsedirst examines a
proposed rule from the Occupational Safety and Health Administration to make workplace illness and
injury records publicly availableisearchablenline deabase. The second analyzes the open data
portals for Boston and Seattle and the policiegultithem. These realvorld data release cases are
used to illustrate, at a relatively fine level of dbtaitypes of usethreats, vimerabilities, and
cortrols that should be considered by government agencies when collecting, retaining, transforming,
and releasing data about individialaddition, this discussion describes how privacy controls and
interventions can be matched toukesthreats, andulnerabilitiegassociated with these data release
casesThe data releases reviewed in this Part describe specific examples of data handling practices that
are widespread, and gaps or misalignments identified below should be considered to be representative
of many of the types of issues that arise in government data releases rather than issues specific to the
cases discussed.

Al PUBLIC RELEASE OF WORPLACE INJURY RECORI3

The Occupational Safety and Health Administration (OSHA), a federal agency overseeing
workplace health and safety conditions, requires companies in designated industries to create and
maintain records on illnesses, injuries, and deaths that occur at their work sites. In an ongoing
rulemaking initiated in 2013, OSHA has proposed expandingedsoroof the illness and injury
records maintained by these establishments and publishing the data via a searchable #Web interface.
To better understand t he i ntpeaotettiornahd raleSsddéfdasa pr o |
about workplace illse and injuries, this analysis examines thethusass,vulnerabilities, and
controls at each stage of the lifecycle of the proposed program.

1. Collection and acceptance stage

When collecting information about humans and human behaviors, a governmmeshagkh
specify the intended uses of the data and the expected benefits of the program. The rationale
underlying OSHAOs proposed rule is that regul
electronic form will help OSHA compare illness gagyirates between establishments and thereby
detect poor health and safety conditions. The proposed rule seeks to expand the collection of these
data so that OSHA can release the data pubtialylingemployers and employees, members of the

s74lmprove Tracking of Workplace Injuries and lllnesses; Proposed Rule, 78 Fed. Reg. 67254 (Nov. 8, 2013).
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press, andesearchers to examine the data and exert pressure on companies with poor health and
safety records. Routinizing the collection and dissemination of the data is expected to bring economic
gains, since it is well established that, when the cost of momimdagts is low, more regular
monitoring and gradual sanctions increase social welfare ¥efRefitsermore, the costs of
occupational injury in the United States are at minimum tens of billions of dollars’anMusilbf.

these costs are not bornetbe firms in which injuries occur, or by insurers, but are instead imposed

on the individual and on the societal safet}/’edr these reasons, reductions in injury brought
about through better detection and changes in individual and firm behaviw patential to yield
substanti al benefits to individuals and to th
tailored to these intended usesl enablecomparisons of health and safety records at the
establishment leviélthe expected benisfiof thedata collection prograautweigh theattendant

privacy risks.

When assessing tpavacyrisks associated with a data collection program, an agency should
identify the privacthreats andulnerabilities. The proposed rule would greatly expasddpe of
information collected by OSHA. Currently, OSHA collects summary information such as the total
number of illnesses and injuriesvatkplace®n an annual basis, and uses these data to calculate
establishmergpecific injury and illness ratédhe proposed rule would expand the scope of
collection to include ailhcidentspecificinjury and illness records currently maintained by these
companie¥?Information such as names, addresses, and dates of birth would be removed before the
records are reported to OSHA, but the records
injury or onset of iliness, the location within the workplace vleergury occurred, a description
of the injury or iliness, a classification of the impact of the injury or iliness, and the type of injury or
illness® Many examples from the reidentification literature illustrate how it is often possible to
identify indviduals in a database even after fields such as name, address, gender, and date of birth
have been remové&dFor example, some individual entries for a field, such as a job title held by only
one person at a company or a description of an unusual iajtye mlentifying on their own. In
addition, although some of the information could be considered benign, there are situations in which
details regarding an injury or illness may be sef&#bognizing the sensitivitywadrkplacenjury
and iliness recds,OSHA regulationsurrentlypr ovi de addi ti onal protect
cases, 6 which include a | imited set of injuri
infectious diseas&However, there are additional typemjoiy or illnesgases thanayinvolve
sensitive issues, such as drug and alcohol abuse, and the disclosure of this information could create
substantial privacy risks and potential harms for the individuals involved. For these reasons, the

375Sed. Mitchell Polinsky & Steven Shavigle Economic Theory of Public Enforcen3&dt BEQBW.ITERATURE 45

(2000).

376Sed. Paul Leiglsconomic Burden of Occupational Injury and lliness in {HOVmisxh&tQes28, 7289 (2011).

377Sedli

378U . S. D e p dnprowe fTradkiagfoNforkplace Injuries and llinesses; Proposed Rule, 78 Fed. Reg. 67254

67263 proposedNov. 8, 2013).

379|d_

380|d.at6725960.

381See, e.§weenegpupraote2l

382The privacy concern cases include o[a]l]n injury or il
injury or illness resulting from a sexual assault; [m]ental ilineégsagedtion, hepatitis, or tuberculosis; [n]eedlestick

injuries and cuts from sharp objects that are contaminated with another person's blood or other potentially infectious
material . . . ; and [o]ther ilinesses, if the employee voluntarily requestsshator her name not be enf
C.F.R. § 1904.29(b)(7) (2014).
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information to be alecteds likely sensitive and uniquely identifying for many of the individuals in
the databaseespite the privacy protections provided in the proposed rule

The collection of individual incident records, and the uniquesashretords, increasesthisk
that sensitive information about an individual will be disclosed in an intentional or unintentional
breach as theecordsare collected. Moreover, it is not clear that the collection of detailed records
about individual illness and injury incidewnis | | substantially advance
detection of inadequate health and safety practices compared to the collection of summary
information about incidents at the establishiaeel It is likely that establishments with poor health
and safetyecordscouldbe identified based on the total number of reported incidents over a period
of time, and, for establishments with high numbers of incidents, @68ldAnitiateaninvestigation
to obtain additional details to determine whether an enfotcastien should be brought against a
specific establishment. In summary, the proposed rule cakpdading thecope ofpotentially
sensitive and identifiabfgormationcollectedrom an establishment, without a clear rationale for
the intended usesd benefitef this additional informatioThese are indications that the agency
should consider whether a privacy control at the point of collection, such as the implementation of a
privacyrisk assessment procedure, aggregation transformadetanonimization principle, would
be appropriate.

2. Retention stage

As noted, the proposed rule would greatly expand the scope of information reported to OSHA,
and OSHA would retain this information within its databases. In addition to summary level
informationabout the total number of illness and injury incidents at a given establishment, OSHA
would retain detailed records related to each incident. This expansion of the scope of data retained by
OSHA necessarigdds tahethreats andulnerabilities associite wi t h t he dat a. OSt
of individuallevel information from a vast number of establishments in a central repository increases
the likelihood that the data would be the target of a hacker or that a large quantity of data would
otherwise be disded in a data breach. In addition to considering whether the agency should adopt
a principle of data minimization, OSHA should implement strong information security controls such
as encryption, authentication, and audits of security practices, tohmatéotrhation as it is held
in storage. Although OSHA is subject to FISMhe proposed rule does not specify the FISMA
risk level that would be assigned to the data or which information security controls would be
implemented for the new categories td ttabe collected and stored under this policy.

3. Postetention transformation

The rulemaking calls for the public release of all workplace illness and injury records collected by
OSHA, and it does not require OSHA to transform the data in any way q@leage. For instance,
it does not require a prelease review of the data for sensitive information or require any further
redaction, aggregation, or recoding of values before the data are shared with the public. OSHA would
not have to look far to findxamples of review mechanisms, however, because OSHA regulations
require employers to review and remove oper
workplace injury and illness records withgarernmental or contracted third pafffe@utside of
the limited set of privacy concern cases, which seem to be underinclusive of -aknsitraey
incidents, employers are not directed by the regulations to systematically review and redact personally

383Federal Information Security Management Act of 2002, 44 U.S.C038 g5a13).
384Speci fically, empl oyers must oOremove obifhide theoemap
before disclosing information on Forms 300 and 301 to third parties. 29 C.F.R. § 1904.29(b)(10).
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identifying information from incident description$p @revent private information from being easily
inferred by such redactions. OSHA may not even be aware of the extent to which identifying
information might be present in descriptive fields, given that it does not routinely access or collect the
injuryand iliness reporting forms outside of the limited number of investigations and inspections it
conducts each year.

4. Release and access stage

To identify theprivacyvulnerabilities at the release and access stage, an agency should consider
the scope of imrmation covered. OSHA proposes to publish all workplace illness and injury records
that arenot barred from release by FOIA, the Privacy Act, or OSHA regui&t@8BlA interprets
these laws as prohibititige release of information such as name, address, date of birth, and gender,
but not an employeeds job title, the date and
an injury or illness and where and how it occtifr@SHA would therefore make both
establishmedevel and incidei¢vel workplace injury and illness data from these records available
online via a searchable databasenatiolwnloadableaw data file$?” The searchable database, as
proposedwould display taldecontaininginformation about each workplace such as the name,
address, industry, total illness and injury casearatéotal employee days aw&t would also
providedetailsfor individual illness and injury incidetiitst occurred atirge establishments, as
shownin the mockup of the web interface in Fig#® Notably, theincidentlevel recordsvould
includea freeform textfelddes cri bing the employeeds activi
circumstances that contributed to the injury, and the extejuref i

385U. S. Depd6t of Labor, | mprove Tracking of Workplace |
Nov. 8, 2013).

3861d.at6725960.

387See i@t 67263A final rule is anticipated to be published in August 2015.

388Se@®ccupational Safety and Health Administration, FoltoMiockup to Proposed Wé&ased Mechanism for

OSHAGs I njury/ 11l 1l ness Dat(Apr.2202013p ct i on: Public Access t
https://www.osha.gov/recordkeeping/LDCsydemakingsearch.pdf.
389See id.
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2008 Establishment Incident Report (OSHA 301) R Printer Friendly

Establishment Data For: COMPANY NAME INC
SIC: 1234 = Type of Business
MNAICS: 123456 = Type of Business

OSHA's Form 301
Injury and lliness Incident Report

‘Was employee treated in an emergency room?
® Yes
O No

Was employee hospitalized overnight as an in-patient?

@ Yes
O No

Case number from the Log 4 (Trangfier the case number from the Log after you record the case )

Date of injury or illness 9 17 2008

Month Dy Year
Time employee began work  8:30 @AM OPM
Time of event  10:45 ®AM OPM O Check if time cannot be determined

Mﬂsm.wonwjmlhmw incldent oceurred? Describe the activity, as well as
the tools, equi or ip was using. Be specific. Examples: “chmhmgnlxdﬂlrwhile
carrying roofing materials"; “'qptrlymg chlorine from hand sprayer™; “daily computer key-entry.”

Lifting boxes on shelves while restocking products.

What Happened? Tell us how the injury sceurred. Evamples: “When ladder slipped on wet floor, worker fell
20 feet”™; “Worker was sprayed with chlorine when gasket broke during replacement™; “Worker developed
soreness in wrist over time.”
Worker developed sharp pains in back while lifting a particularly heavy
box.

What was the injury or liness? Tell us the part of the bady that was affected and how it was affected; be
more specific than “hurt,” “pain,” or “sore.” Examples: “strained back™; “chemical burn, hand™; “carpal
tunnel

syndrome.”
Worker strained his back and noted considerable pain and limitation of
movement.
What abjest or the am ploy Exaiples: “concrete floor™; “chlorine”;

“radial arm saw.” If this question does not apply to the incident, leave it blank.
Lifting heavy boxes.|

If the employee died, when did death occur? Date of death

| Back to Log 300 |

U5, Department of Labor | Frances Perking mmummm
| Twapheorna: 1-866~4-USA-DOL | TTY: 1-67-889-5617 | Comtmet

Figure3. OSHA®s mockup of proposed web disPl ay of work

390U.S.OCCUPATIONAL SAFETY & HEALTH ADMINISTRATION, IMPROVE TRACKING OF WORKPLACE INJURIES AND
| LLNESSESRULEMAKING : MOCKUP OFPROPOSEDWEB DISPLAY OFSUBMITTED INJURYI LLNESSDATA (Apr. 22, 2013),
https://www.osha.gov/recordkeeping/LDCsydemakingsearch.pdf.

61



DRAFT

FOIA and the Privacy Attthe legal standardsr privacy protection that acited in the
rulemaking provide little guidander gauging privacy risks, ahdinot clear that these laws are
suitable benchmarks for determining the scope of workplace illness and injury information that is
appropriate for public disclosufer instanceht Privacy Act applies only to systems of records that
enable informatioh o be retrieved by an i ndtutdu@3IHAG sne
dat abase would maintain records according to
name. FOIA is problematic as a standard becausesigaeds adiscretionaryequestesponse
system in which requests are individually reviewedvacy risksand it is not weluited for a
system in which unstructured information infioe® text fields is categorically released to the public
without prior review?

The uniqueness of tidividual recortb be released makes it likely that a friend, family member,
colleague, prospective emplayeansurer or marketer could potentially use personal knowledge of
anincident odetail§rom a news article to reideygin individual in the OSHA database and uncover
sensitive details about the exterst of i n dinjury odilinestarddghe circumstances leading up
to it. In fact, OSHA regulations recognize that descriptions of injuries and illnesses mayihg identif
and encourage employers to exercise discretiol
concerno6 case iIif they oOohave a reasonabl e bas
concern case may be personally identifidblaevt hough t he empl oy&eds na
Despite recognizing that privacy risks can persist even in redacted records, OSHA does not provide
any mechanisms for addressing such risks for the majority of records it proposes to release. This
approachprovides weaker protection compared to standards from federal regatbnas
CIPSEA and the HIPAA Privacy Riife.

At the same time, the proposed rule calls for informatlmawithheldhat, by itself, is unlikely
to pose a heightenddsclosureisk. For example, fields indicating whether an injury resulted in an
overnight hospital stay or emergency room visit are required to be f&nidwe=tk fields are
arguably less likely to be identifying or sensitive than other fieldsulitbe releasedich as
detailed textual descriptions of the injury and iliness. In addition, theseofikldalso provide
information about the severity of the injury that would be useful for analysjgh@tedaction

3915 U.S.C. § 552a(a)(5) (2013).

392Legal scholars have also raised a number of concerns regarding the privacy protections for individugéejn FOIA.
e.g.Bloomsupraote20, Lisa ChinaRicture Imperfect: Mug Shot Disclosures and the Freedom, & 3afamnidiion Act

CIR.Rev. 135 (2012)Evan M. Ston&.he Invasion of Privacy Act: The Disclosure of My Information in Yourl@overnment File
WIDENER L. REv. 345 (2013).

39329 C.F.R. 8 1904.29(b)(9) (2014).

394 Although the proposed data disclosures are likely not governed by the Coffiidemté&tlon Protection and

Statistical Efficiency Act (CIPSEA) or HIPAA, it is worth noting that these laws rely on definitions of personally
identifying information that are significantly more expansive than the approach from the rulemaking. CIR®EA guidan
states that o0conf i deidentifiabid¢formation, cegandieds of avhether difeat idestifidrscsucla asy

name and/ or address have be e OFFICEEORMGVMTE&IBUOGETsupradt&ld80ati ndi vi d
8. I n addition, the HIPAA Privacy Rule states that i ndi
to the past, present, or future gibgl or mental health or condition of an individual; the provision of health care to an
individual; or the past, present, or future payvenent f or
individual or with respect to which thés a reasonable basis to believe the information can be used to identify the
individual .6 45 C.F.R. A 160.103 (2014). Either of the:

title or an injury or illness description, to ugehesexamples above, that could reasonably be tied to an individual.
39578 Fed. Reg. 67254, 67260 (prohibiting the release of fields 1 tifroogh Sandard OSHA forrwhere fields 8
and 9 refer to whether the employee was treated in an emergermyhaspitalized overnight as aipatient,
respectively).
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reduces the utility of the released data fmtgas and policy analysis, and indicates thstiatheéard
for classifyingjelds as identifying or natentifying is arbitrary.

5. Posaccess stage

The proposed rule does not prowaagsafeguard®r protectingnformationafter its releas#
doesnot propose restrictionstechnical, legal, or otherviisen how theerecords which may
containuniquely identifying informatianay be used by the puBtf@ransparency about releases of
personal information, restrictions on disclosure, and accoynfabifitisuse are all essential to
achieving an optimal balance of social benefit and individual privacy pf&tbtiienspecifically,
OSHA should consider implementing accountability mechanisms to enable indigemalsete
data describing them hlasen distributed and used, set forth penalties for misuse, and provide
individuals with a right of actiéem seek redress for harms caused by the release of their personal
information

6. Aligning wsthreats, aadinerabilities with privacy controls

The wlemaking proposes to protect the privacy of individuals whose information would be
release by requiringgmployers to withholdentifiers such as names, addresses, dates of birth, and
genderfrom the records transferred to OSHA. As mentioned above, the complexity, detail, richness,
and emerging uses for data such as those to be released by OSHA create significant uncertainties abou
the ability of traditionaleidentification methods, such as sen@dactionto protect confidential
information Despite these uncertaintig rulemaking does not propadditional privacy controls,
such as requiring the releaserdy aggregate recorti® generalizing dfeeform text fields as
categoricalalues, othe useof other more advanced techniques to transform the data to provide
stronger privacy protections. It has not provided a rationale for requiring the collection and release of
individuallevel information. Moreover, the proposed rule appedask mechanisms that would
provide accountability for harm arising from misuse of disclosed data. For these reasons, the privacy
controls proposed by OSHA do not seem to align well with the intendef] asd®e privacy risks
associated witthe d#a it plans to collect, retain, and release to the public.

OSHA should consider additional privacy controls that align with the specifivastssand
vulnerabilities associated with the data. Generally, one size does not fit all, and tierextossdes of
including public access to privpoytected data and vetted access to the full data collected, should
be provided. Making workplace injury and illness records available while also providing stronger
privacy protections for employees can be intbbyiea careful consideration and balancing of the
sensitivity, learning potential, intended uses, and expected benefits of the data. Publishing workplace
injury and illness data using multiple levels of access, with embedded review and accountability
mechaisms, could bring gains in both privacy and utility if properly implemented.

For data made available to the public without significant restriction, a good practice is to ensure
that the data release process and method cause no individual to incunraonartimal risk of
harm from the use of her data, even when the released data are combined with other data that may be
reasonably available. On this end of the prutdity spectrum, the unrestricted public release of data
might be limited to aggregatérmation. Such a release could be similar in detail to the aggregate
information currently provided by OSHA maiudeall of the firms that would be required to submit

396For example, a system that restricts access to the most sensitive data to only trusted users through technical means
coupled with legal contracts specifying additional conditions on use-gbagingeof data, publishing identifying
information, etc.).

397SedVeitzner et alsupraote322

63



DRAFT

recordsunder the proposedile Many members of the public would likely find @haéries of
contingency tables and visualizations could simplify their review and comparison of the workplace
safety records of various employers. Within such aggregated geleasdizing czoding open

ended fields such as injury and illness déstsigould additionally reduce the risk that sensitive
details about an individual ditsmay be passible tooetease | | n e
these kinds of aggregate statistics with both formal guarantees of privacy and accuiatngising e
differentially private metho¥&Sincelarge companies will likely have large numbers of incidents
addingnoiseto the statistics would likely not reduce their accuracy by very much

To enable interactive analysis of the daiajermediate lelef access could be set up through
a privacyaware model server. This server would ensure that the results provided by the analysis leak
minimal private information. It could also be used to permit audits of access and to impose some
clickthrough data @sagreements providing individuals with additional legal protections from misuse.

At the same time, for a user to gain the full utility of the data, she must have rich access to
information that is minimally redacted and at the finest level of grapbtaiigble. In cases where
such access is needed, it should be provided through a protected and monitored data environment,
such as a virtual (remaecess) data enclé@eand complemented with data use agreements
providing information accountability apbropriate restrictions on use and sharing of the data.

It is clear that OSHA should consider implementing some of these privacy controls when they
would providebetter privacy and better utility than traditionatleletification approaches. At the
sane time, in many cases, having only a singlehdaiiag model will not suffice for all uses, and thus
a tiered access framework can be valuable, and is strictly necessary where one chooses to enable &
possibladataanalyses. Although no form of sharingompletely free pfivacyrisks, tiered access
can be uset provide strongesrivacyprotectionandbetterutility for different types of us&&The
implementation of such a systequires thoughtful analysis with expert consultation to evatuate th
usesthreats, andulnerabilities and to design useful and safe release mechanisms. In addition, a toolkit
or othereducational materials to help employers identify informnaation their workplace injury
recordghat poses disclosureisk could offer helpful guidance, especially if OSHA expects that its
recordkeeping forms will continue to elicit textual descriptions of injuries and ilinesses in the future.
Such materials could hedglucehelikelihoodthat employers will include ideyitiy information in
the forms they submit to OSHA.

B. MUNICIPAL OPEN DATA PORTALS

Boston and Seattle are two cities that have been rapidly releasing data to the public via open data
portals. Through the Socrata open data repository platform, the City nffBaspublished over
350 dataset¥,and the City of Seattle has released3®@ataset¥? The cities makeheir open
data available as raw data files, o0data | ensbd
the raw data (Figus,’* customizable maps and charts, and feeds to an API that enables apps to

398See, e.Bwork, et alsupraote313

399JuliaLane & Stephanie Shippsing a Remote Access Data Enclave for Data [2dsamidddianmAL CURATION

128 (2007).

400Sedational Resegch Council reports citedsaipraote18

401See Data Bostny oF BOSTON, https://data.cityofboston.gov (last visited July 15, 2015).

402 SeeResults Matching Type of D&lasetsEATTLEGOV, https://data.seattle.gov/browse?limitTo=datasets (last
visited July 15, 2015).

403See, e.§eattle Police Department 911 IncidenDResgenseLEGOV, https://data.seattle.gov/view/mz8qt

(lag visited May 26, 2015).
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guery the system and receivetinea datd® As discussed below using informaléamnedhrough
interviews with the citiesd open ddatagortalanager
could be enhanced by systematically aligwemgledusesthreats, angulnerabilities withvailable

privacy controls.

@) data.seattle.gov

Seattle Police Department 911 Incident Response -

Figured. Screenshot of display of o6data |l ensdéd visualizati
from the City of Seattle open data portal.

1. Collection aaxteptastage

When initiating data collection, governments should explicitly state the intended uses of the data.
TheBoston and Seattipen data portals contain data that originated as administaaistieas and
other records collected for purposes other than release through an open dd&agmopials of
these types of records include those related to restaurant licenses, building permits, building and
property code violations, census datatiagerst services requests, crime reports, 911 emergency
calls, and business and professional liceviseh are used by cities to administer agency programs

404 See, e.§eattle Real Time Fire 911 Calls: Official DRrarASESTTLEGOV, https://data.seattle.gov/view/upug
ckch (last visited May 26, 2015).
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and provide services to city resid®htSitiesalso collect data from other sourdasluding
infrastructure such as utility poles, traffic lights, and streetldngisarancreasingly being fitted

with networked sensors and cameras to ctdlapgieraturdjght, noise, movemerdnd emissions

data’® These data amellectedrom residentfor useby the cityand it is not clear that the subjects

of the data are given nofieg thecollectionstagethat their datavill be made available through an

open data portalThese are indications that a privacy control at the collection stage, such as
transparency about the scope of data collection, use, and melgdse appropriate

Thethreats andulnerabilities associated with the data when collected vary according to the type
of information being collected. For instance, information related tedsusicenses may be
identifiable but not very sensitivéile data the cities collect on 911 emergency calls and 311
constituent services calls containdiraned information, including date, time, location, and details
about the incident and the aallghich may often be both identifiable and sensithe.latter
category of informatiamay be particularly vulnerable to reidentification or learning risks once it has
been collected by the managers of the open data portal. @hridedsstagenay intude the
inadvertent leakage of informatlmy city employees as they collect and process the.rdoords
determine whether additional privacy controls should be implemented at the collection stage, the cities
should consider whether the expected bewnéfitee collection outweighe potential harmsnd
whether the broad scope of intended uses would make implementation of certain controls, such as a
collection limitation principle, inappropri&teaddition, the city data managsuld be transparent
to the public abouhe scope of data collection, implementation of privacy camtibtbe rationales
supportinghese choices

2. Retention stage

The data collected by cities are retained inftrenationsystem®f various city departments
and, oncehey are transferred to timanagers of thgpen dat@rogramsthey arstored in a central
databaseThe retention of these records electronically within a central database changes the
information security vulnerability surface, and increases the Ipoteatiafidentiality loss due to
security breach, as a single breach can then compromise a vast quantibfarhdetan security
controls such aseryption and federated databases are examples of privacy controls that can be
implemented to mitigatiéssclosureisks at the retention stage.

3. Postetentiaransformation

Open cita managers for Boston and Seattle often receive either unaltered data or data that have
beerredacted or aggregatsdthe city departments that createdeberdsIn eithercase, thepen
data managenmevieweach dataset prior to releasedetermine whethet contairs sensitive
information andvhether additionalggregation or suppress®needed tmitigae disclosureisks.
During this disclosure limitationeview, certain identifying fields, such as names, Social Security
numbers, and telephone numbers, are typically removed from the data. For example, the City of Seattle
removeshe address fieldom business license records before they are publishedbpethdata

405See Data Boston: Results matching typeCofDertddes3ON.GOV,

https://data.cityofboston.gov/browse?limitTo=datagkeist visited Aug. 17, 2015¢arch & Browse Datasets and Views
DATA.SEATTLEGOV, https://data.seattle.gov/browse (last visited Alg2015)

406 Seee.g Street BupDSTON MAYORE OFFICE OFNEW URBAN MECHANICS, http://www.streetbump.org (last visited
Aug.17,201)descri bi ng an app {inksensors tosaest paholssithativdluptées eredurster b u i | t
while drivig throughout the city)
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portal because some businesses are licensegd N o wn e r 6 s “’Atdhia staga, thelapens s .
data manageedso remover mask categories sénsitive informatioror instance he City of

Boston removes all domestic violence and sessalilt cases frois crimeincident data and
generalizes descriptions for the remaining incidents using broad categoriescsuciag ¢h ar ge s
In some datasetscident or calbcation is coarsened to the block, neighborloradty leveland

the appropriate granularity is typically chosen by an open data managerlopcasadasisor

example, the City of Boston determines whether to generalize location to the block, neighborhood,
or citywide level by transforming the data, viewing tipuat each level, and choosing a setting

that seems to maximize both utility and prit’4©pen dita manageadso aim to generatetadata

that specify which fields were suppressed in a given setanitdteeasorfor their removalbut

it is not alvays the case that such metadata are created and released with the data

Somevulnerabilities related to the sensitivity and identifiability of inforrpatsistdespite
efforts to screen, redact, and coarsen thdefaiz releasA set of data thdtave been generalized
and stripped of more specific details may still contain sensitive infoffoatxample, the City of
Seattleds records for 911 incidents include d
sensitive, such as thosgegorized as mental illness complaints, drug violations, drug overdoses,
prostitution, and lewd behavi8iif these general incident descriptors were matched to an identifiable
individual using personal knowledge, a news report, or other auxiliaryiamfotmaay cause harm
to that individual even in the absence of additional details about the incident. Sensitive attributes that
are not required to be removed by statute may not be identified as sensitive, or dppsaithat
only a small subsettbie records may be overlooked when reviewing and redacting a dataset before
release.&kcor ds i n the City of Bostono0ssolethataceonst i
coded as 0Br e at*hBreathesEasy at Home $s @ bousing itismegrogram the
city offers for residents who suspect Osubst:
ast hma i n “Thus ecordshassacateddwith this code may reveal that a member of
particular household suffers from asthma. Thespnce ofthis sensitive information after
transformation is an indication that additional privacy controls, such as more systematic risk
assessmengnd generation of contingency tagkdésuld be explored to better addoksslosure
risks at the tranmfmation stage.

4. Release and access stage

Opendata managers should also consider the intended uses and expected bpestittaf
at the release stadgmeformationis released to the public as open ttatanhance government
transparency and accountability and foster greater civic eng&gierhaeteaggograms explicitly
aim to maximize the quantity of data made available in open forondés toenable members of
the public to find novedndunforeseen uses of the data that will provide benefits for society and
promote economic growthlses of opemlata releasdny Boston and Seattle have included

407 Se®ff-the-record interview with open data managers for the City of Seattle, May 21, 2015.

408See Crime Incident REpOTtsCITYOFBOSTONGOV, https://data.cityofboston.gov/PublBafety/Crimdncident
Reports/7cdfbfgx (last wited May 26, 2015).

409Se®ff-the-record interview with an open data manager for the City of Boston, Apr. 9, 2015.

410Se&eattle Police Department 911 IncidenDResgaASELEGOV, https://data.seattle.gov/Publiafety/Seattle
PoliceDepartmenB1tincidentResponse/3k289jp(last visited Aug. 17, 2015)

411 Se e Ma y our dHetline2 8ervidd RedDestsCITYOFBOSTONGOV, https://data.cityofboston.gov/City
Services/Mayes-24-Hour-Hotline-ServiceRequests/awuBc52 (last visited May 26, 2015).

412See Breathe Easy at BamerFBOSTON.GoV, http://www.cityofboston.gov/isdhousing/bmc.asp (last visited May
26, 2015).
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examplethird partysmartphone apps for tracking data points such as 911 calls to locaigbliee
department$; andfeeds fordatadriven services like the real estate search engine IZilbker

words the intended usesafendata are broadly defined, and the expected behd#ftse releases

include improvements in service deliverthbygovernment, accountability and transparency for
government activities, economic growth, and advances in scientific research. The benefits are intended
to accrue to government agencies, commercial entities, researchers, and the publickas a whole.
these reasopnthe cities should carefully choose privacy caiabsupport a broad range of analyses

and do not unnecessarily preclude uses for which the expected benefits ouprieagtytisks

To identifyprivacyvulnerabilities indata releastheciti eopefidata managers should examine
the scope of the information covered. Both Boston and Seattl®, transform, and withhold or
release records with the goal of releasing as open datdoomigtion associated with minimal
privacy riskg-or the City of Boston, the scope of release is determined based on guidance from open
data policies, such as t he"andiglimited by reguadionsu t i v e
protectingcertain categories of informati@uch as FERPA for educabn recordsand state
regulationgor criminal offender record informatithThese are examples of categories of records
that the city has a clear duty to protect because the records are expressly proteGieel s30ia8v.
of information released by t@@y of Seattle is determined by the State of Washington freedom of
information lav#*’ which is quitexpansiverequiring the release of almost all government records
upon request andrawingvery narrow exceptions for privaensitive information. Seath s o p e n
data prograns also guided by an evolvihgeelevel data classification scheme, describing public
data that can be made available without restriction, restricted data that can loacel@dsesibeen
sanitized, and confidential data tlzeinot be released to the public at all due to concerns about
privacy**® Beyond the categories of information the cities have a clear duty to protect, the open data
managers express uncertainty regarding how to determine which records should be withheld or
redacted as a good practBee cause the citiesd open data pol
discretionary state freedom of information laws that prohibit the release of information in only a few
narrowlydrawn categorie$é cities should consider implemerdisidjtionaprivacy controls at the
point of releasesuch as risk assessments, purpose specification, and transparency, to limit or provide
notice of the scope of information released in a systematic way.

Cities shoul also explicitly identify vulnerabilities arising thenikelihood ofeidentification
andthelearning potential of the dafawrrent practices for screening data for privacy risks are ad hoc
with open data managers claiming to rely impammorsense and good judgmantietermine
whether a given set of data is safe to release through an open dé&tarpowahple, when the open
data managers for the City of Seattle receive a faaséhe city department that created
recordsthey reiew the columns in the dataset and make a decision as to whether any of the fields
likely contain personally identifiable informdtfoithey look to regulatory classifications of
personally identifiable information from laws such as the HIPAA PrivadyoRelerihese laws
are limited in scope and the lack of more comprehensive, formal guidance creates uncertainty. To

413Se®ATA.SEATTLEGOV, https://data.seattle.gov (last visited May 26, 2015).

414 Mayor of Boston, An Executive Order Relative to Open Data and Protected Data Sharing (Apr. 7, 2014),
http://www.cityofboston.gov/ness/Default.aspx?id=6589.

415Family Educational Rights and Privacy Act, 20 U.S.C. § 1232¢g (2013); 34 C.F.R. Part 99 (2013).

416Mass. Gen. L. ch. 6, § 172 (2015).

417Wash. Rev. Code § 42.5680804 (2006).

418Se®ff-therecord interview with open data manafgerthe City of Seattle, May 21, 2015.

419Se®©ff-therecord interview with open data managers for the City of Seattle, May 21, 2015.
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address these concerns, the City of Seattle is developing formal governance procedures, requirements
for reviewing and addressing disesasks in open data, and definitions for concepts like personally
identifiable informatioff?

Data made available throutjie Boston and Seatttgpen data portals sometimes contain
identifying informatiorin some cases, a city may have a policy inf@aceubbing data of certain
types of identifying information, but, in practice, some fields are oveFooke@dmplehe City of
B o s t o nconstitu@teduestcall recordgontain directly identifying information, such as full
street addresses #dl calls, andeemingly inadvertently, inclodenes and telephone numiders
some residents in a field containingfive® text** For someof the 31Irecordsafield describing
the reason for closing a casevidescontact and contextudétails bout complairg which can
involve issues related to evictions and homelessness, medical conditions and disabilities, stalking
incidents, and interpersonal relationship i$8&esne of the fields contain what seem to be lengthy
emails from constituentssdeibing their personal situations in great detail and including their own
names, addresses, and telephone nuffii@@mne. record describes a domestic dispute involving child
custody and visitation violations, restraining orders, and a relationshipgigtradeex offender,
as well as the phone number of the person who called the*tHotline.

In other cases, a city intends to apply a privacy control but fails to implement it‘Sraperly,
applies a standard for privacy protection that might not be sufficiently protective for all records. The
City of Seattle publishes fire department 911 dispatch data that include a complete address and precise
latitudelongitude information for the Idaan of the incident, a coded value for the type of dispatch,
and the date and time of the ¥llhe City of Seattle also publishes police department 911 incident
data that include the time the officer arrived on scene, the time the event was ddededhlae
for the event description, and an address coarsened to the blé¢Rlghaigh police incident data
are provided at the block level, if the date, time, and coarsened location are linked with auxiliary
information such as that found in a neapgp report, public records database, or social media post,
it is likely one could associate the details of some of the incidents with the individuafstimvolved.
addition, a record may be particularly vulnerable to reidentification if it is gete@ltedk or
other geographic area with a low population density. The presence of potentially identifiable
information in the open data portals, despite laws barring the release of certain categories of personal
information and stated policies broadlyimiting the release of identifiable information, is evidence
that the programs are not screening data adequately before release and selecting appropriate privac
controls at the release stage.

Cities should also consider the threats associated withededatavhich can vary for different
types of datasets and different records within datasets that are made availalbheithicqediopen

420Se©ff-therecord interview with open data managers for the City of Seattle, May 21, 2015.

421S e e Ma y oHoflire Setvice Régrigat@mote411

422See Mayor 0s 24 Hosupramoteddt | i ne, Service Requests
423See id.

424See id.

425For example, several municipal open data portals generalize address fields for crime incident reports to the block
level, but also include precise latHodgituce coordinates that reveal the actual loc&es.e.§nchorage, Alaska,
data at Regional Analysis and Data Sharing (RAIDS) (last visited Aug. 10, 2015), http://www.raidsonline.com.
426 See Seattle Real Time Fire 91DAJAlSEATTLEGOV, https://data.seattle.gov/PubliBafety/Seatti®ealTime
Fire-91tCalls/kzjmxkqj (last visited May 28, 2015).

427 See Seattle Police Department 911 IncidebtaRespamseEGOV, https://data.seattle.gov/PublBafety/Seattie
PoliceDepartmen91tincidentResponse/3k289jp(last visited May 28, 2015)

428For a demonstration of this type of record linkeess, e.§weenegupraote21
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data portals. Because the data are open and accessible by anyone, the barrier is low for a neighbor, fo
instanceto visit anopen data portal to learn more al®lt complaints filed by their neighbors or

to investigate a recent neighborhood incident to wigpblice or fire department respondédre
sophisticated adversaries, such as data boakeédsnine the data provided through online portals

to make inferences about individuals and incidents throughout the city, and these inferences could be
used to discriminate against certain populdtidxs mentioned above, the City of Boston releases

the full street addresses of residences that apparently participate in a program to assist individuals
suffering from asthma, and a simple online public records search will likely reveal the names of the
individuals residing at those addresses. One might alde teeiafer sensitive details such as the
socioeconomic status for individuals | iving af
conditions, 6 o0ill egal occup@Thhesear@justsone: examplee r c r «
of the types of threats cities should take into account when designing the@ledaeand

determining which uses they intend to support or préyensuitability of privacy controls such as
systematic risk assessments, praxgaye contingency tables ameractive mechanisms, and secure

data enclaves, should be explored to reducskkigat identifiable or sensitive information will be

leaked in a municipal open data release.

5. Postccess stage

When designing an open data release, managers shouldidisotbéhreats andulnerabilities
at the poshtccess stage and select privacy interventions that can address disclosure risks after the data
have been released. As noted above, information from an open data portal may be identifiable and
sensitive andould be used byreighbor, friend, family memppotential employer or insurer, or
data broker in ways that may cause hathetsubjects of the data. Howewnce information is
published to thBoston and Seattle open data portaé¢scities takeo further steps to monitor for
or prevent misuses of the data and provide no redress for individuals harmed by misuses of the data.
While the software used to host the open data portals enables some tracking and monitoring of user
adions related to acsasg anexploring datasets, the city open data managers have not implemented
tools for detecting possible cases of improper use of the data. The open data portals also do not
require data users to registernor do t hey r ec or datianmor attemgtitovi d u a |
ver i fy o [dlke®pgen dath enanbgers gre therefore unable to contact users who may have
accessed data that they should return or destroy because disclosure risks were later discovered
Although the portalprovide terms obewice that disclaim responsibility areas such as data
accuracythey do not specify restrictions on espressly prohibit users from attempting to reidentify
individuals in the dataequire users to notify city data managers of disclosure riskereliscothe
data or specify enforcement or accountability mechanisms for misuse of.thbedatgpes of
provisionsare among the most common restrictions and requirements found in the terms of use for
other large data repositories, and ones thestitakl consider incorporating into their policies
order to mitigatdisclosureisks at the postccess staf*

429See genelladypielle Keats Citron & Frank A. Pasqudie,Scored Society: Due Process for Automag&iWsdictions

L. Rev. 1 (2014)discussinghe discriminatory impact of practices &adrokers and other businesseminingdata

from various sourcesd usingredictive algorithms to make credit, employment, insurance, and other decisions)

430See id.

431 For an example of standard terms of use implemented by one of the largest data resmssiterigbe

I nteruni versity Consortium for Political and Soci al
http://www.icpsr.umich.edu/icpsrweb/medrarshipsupport/faqs/2009/01/whatareicpsrstermsof-use.
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6. Aligning udbreats, aadinerabilities with controls

Asdiscussed abavine Boston and Seattle open gatgalsrely on withholdingedacting, and,
to a lesser extent, coarsening information deemed to be sensitive or iderfofyingleasdhe
procedures they use to review data for privacy risks areaau lygically involvene or two data
managers reviewing the columns otasdafor obvious direct and indirect identiffétskewise, in
transforming the data they relyhmuristics rather thdormalstandards to redact fields or collapse
values into large categofiém a few cases, the cities reléasareceived frongity departments as
summary fileszor example, City of Boston census dateelm@sed a®ntingency tables describing
demographic characteristics of various city neighborhaites, tharraw, individualevel daté*
Visualization tools are often pail to make data analysis simpler and more intuitive for visitors to
the webbased portalbut such toolsdo not incorporate any privgaseserving features such as
aggregation and noise addition. The City of Boston, for example, provides a tool fgr3happin
calls across the city, and, although it aggregates information in the displayed map, this is done for ease
of analysis rather than for privacy, as it also includes all of the raw, welr@ddata in a table
displayed below the map (Figh)t&Ve could not find any examples of the open data portals making
use of more advanced techniques for privacy protection, susra@gmware contingency tables,
visualizations, or interactive mechanisms.

432Se®ff-therecord interview with open data managers for the City of Seattle, May 21, 204 ffd interview
with an open data manager for the City of Boston, Apr. 9, 2015.

433Sesources cited aupraote432

434 See, €.9. South Boston, neighborhood: 2010 6 CebD%u3.CITYOFBOSTONGOV,
https//data.cityofboston.gov/dataset/SouBostorneighborhooe?010Census/ybp¥y2n5 (last visited May 26, 2015).
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Figure 5. Visualization of 311 datan the City of Boston open data portal.

The privacyhreats andulnerabilities in the Boston and Seattle open data portals and the lack of
formal standards and procedures for screening data and employing privagyototitodise need
for a more systematic approdachassessing privacy risks and implementing appropriate privacy
controlsin these programdn fact, efforts are currently underway to move in that direGttoa.
City of Boston is developing a decision tree to assist departments in classifybagiieg danore
formal risk assessment model, well agomplementary data policy guidance for agencies and
departments across the citytothe folté&.i mi | ar 1y, the City of Seatt
engaged in a process to develop moreug@overnance procedures for its open data program and
to draft new rules and policies for classifyirgledgifying, and releasing d&tln these efforts, the
cities should consult with data privacy experts to ensure that the new standards aed paikeedu
into account recent advances in privacy from fields such as computer science, statistics, and law.

In particular,the i t i esd® open data portals would Ii kel
adoption of a tiered access model for damdainingdentifiable osensitive information. Tiered
access, as described more fully in the QSid&in Sectid'.A, allows for the implementation of

435Se®ff-the-record interview with an open data manager for the City of Boston, Apr. 9, 2015.
436 Se®ff-the-record interview with open data mamador the City of Seattle, May 21, 2015.
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