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We appreciate the opportunity to comment on the Advance Notice of Proposed Rulemaking (ANPRM) on human subjects research protections that appeared in 76 Federal Register 44512 (July 26, 2011). These comments address the issues of data privacy and de-identification raised in the ANPRM. Our perspective is informed by substantial advances in privacy science that have been made in the computer science literature. Our responses also support the submission made by Latanya Sweeney at the Data Privacy Lab, which more broadly addresses the fitness and appropriateness of HIPAA and the emerging field of data privacy.
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2 On leave from Harvard as an intern at Microsoft Research SVC.
Question 54: Will use of the HIPAA Privacy Rule’s standards for identifiable and de-identified information, and limited data sets, facilitate the implementation of the data security and information protection provisions being considered? Are the HIPAA standards, which were designed for dealing with health information, appropriate for use in all types of research studies, including social and behavioral research? If the HIPAA standards are not appropriate for all studies, what standards would be more appropriate?

Response: No, the HIPAA Privacy Rule’s standards for identifiable and de-identified information are not sufficient for implementing the data security and information protection provisions being considered. The HIPAA Privacy Rule is based on an overly narrow conception of what constitutes “data” and “data sharing,” and consequently precludes many approaches to data sharing that could offer both better privacy and better data utility. Rather than trying to impose a single, technological standard that will have limited applicability and limited longevity, the revised Common Rule should enable a process whereby a “safe-harbor list” of data-sharing mechanisms appropriate for different contexts can be maintained and regularly updated with the input of experts and stakeholders. We note that the limitations of the HIPAA Privacy Rule detailed below also arise in the context of health data, hence we would also recommend a similar revision of HIPAA if it were in the scope of the ANPRM (and indeed, consistency between HIPAA and the Common Rule would be desirable).

Like most privacy regulation in the U.S. and abroad, the HIPAA Privacy Rule addresses the handling of microdata, meaning a collection of records, each of which pertains to a single individual (or household or business). Although microdata is common within and outside of health care data, there is increased interest in collecting and analyzing data sets that are not in the traditional microdata form. For example, social network data involves relationships between individuals. A “friendship” relationship or contact between two individuals on a social network does not entirely “belong” to either individual’s record; the relationship can have privacy implications for both parties. While this change from data about individuals to data about pairs may seem innocuous, it makes the task of anonymization much more difficult and one cannot expect standards developed for traditional microdata, like HIPAA, to apply. In addition, the HIPAA Privacy Rule was conceived for microdata that arises in a traditional healthcare billing context, where each record consists of certain “identifiers” (e.g. name, address, social security number) together with fields that are typically categorical or numerical (e.g. birthdate, billing codes), and even applying it to microdata with other kinds of fields (such as text, genomic information, or locational traces) is also known to be problematic.

3 HIPAA’s focus on microdata is implicit in its reference to a singular individual in its definitions of health information (“any information...that relates to the past, present, or future physical or mental health or condition of an individual; the provision of health care to an individual; or the past, present, or future payment for the provision of health care to an individual”), individually identifiable health information (“information (i) that identifies the individual; or (ii) with respect to which there is a reasonable basis to believe the information can be used to identify the individual.”), and de-identified health information (“health information that does not identify an individual and with respect to which there is no reasonable basis to believe that the information can be used to identify an individual”).

More importantly, microdata may be converted into forms other than microdata for sharing, and these alternative forms may be difficult to evaluate under guidelines designed for microdata. Examples include:

- **Contingency tables** are tables giving the frequencies of co-occurring attributes. For example, a 3-dimensional contingency table based on Census data for Norfolk County, Massachusetts might have an entry listing how many people in the population are female, under the age of 40, and rent their home.

- **Synthetic data** are “fake” data generated from a statistical model that has been developed using the original data set. Methods for generating synthetic data were first developed for filling in missing entries, and are now considered attractive for protecting privacy (as a synthetic dataset does not directly refer to any “real” person).\(^7\) \(^8\) \(^9\) \(^10\)

- **Data visualizations** are graphical depictions of a dataset’s features and/or statistical properties. Data visualizations are especially useful for comprehending huge amounts of data, perceiving emergent properties, identifying anomalies, understanding features at different scales, and generating hypotheses.\(^11\)

- **Interactive mechanisms** are systems that enable users to submit queries about a dataset and receive corresponding results. The dataset is stored securely and the user is never given direct access to it, but such systems can potentially allow for very sophisticated queries. For example, the Census Bureau’s online Advanced Query System allows users to create their own customized contingency tables.\(^12\)

- **Multiparty computations** are electronic protocols that enable two or more parties to carry out a computation that involves both of their datasets (for example, finding out how many records are shared between the two) in such a way that no party needs to explicitly hand their dataset to any of the others.

Sharing data in forms such as those described above (rather than restricting to microdata format) is attractive from the perspectives of both data utility and data privacy. For data utility, the above formats often allow for researchers to obtain meaningful answers to questions that they cannot obtain using microdata that has been de-identified in the manner HIPAA requires. For example: As HIPAA requires generalizing birthdates to the year, and geography to the state level, appropriately de-identified data could not be used to answer questions like, "How many babies were born with birth defects in Dauphin County, Pennsylvania during the three months after the Three Mile Island nuclear meltdown?" Nonetheless, an (approximate) answer to this question is unlikely to violate privacy -- and could be of significant utility in public health research.

In fact, many of the above forms of data sharing can often provide much stronger privacy protections for subjects than de-identified microdata. Indeed, it is now widely recognized that robust de-identification of microdata by removing and generalizing fields is quite difficult. There have been many examples of de-identification efforts that have failed to achieve the intended level of privacy protection. For example, D.L. Zimmerman and C. Pavlik (2008) found that even with strong de-identification techniques, it was possible to re-identify individuals in a geographically masked health data set.\(^7\)


identified datasets that have been later re-identified, and this has led to a heated debate among privacy law scholars about how to balance the risks and value of data sharing in a de-identification regime.\textsuperscript{13, 14, 15}

In contrast, all of the above (privacy-aware methods for contingency tables, synthetic data, data visualizations, interactive mechanisms, and multiparty computations) have been successfully used to share data while protecting privacy, with no major compromises as far as we know. For example, synthetic data has been used by both the U.S. Census Bureau\textsuperscript{16, 17} and the German IAB,\textsuperscript{18} and multiparty computations have been used to aggregate data across homeless programs\textsuperscript{19} as well as in industry.\textsuperscript{20} Moreover, many of these forms of data sharing have been shown to be compatible with a strong new privacy guarantee known as \textit{differential privacy}.\textsuperscript{21, 22} Although no form of sharing is completely free of risk, it seems clear that we would want make non-microdata forms of sharing an option for researchers in cases where they offer both better privacy and better utility than HIPAA-style de-identification. The benefits are particularly clear when researchers are sharing data with the public (as they are increasingly encouraged to do), for whom aggregated data may be as useful as raw, unmodified data.

Unfortunately, the HIPAA Privacy Rule provides no guidance on how to evaluate privacy protections when data is shared in non-microdata formats. Conceivably, other forms of data sharing could be covered

\begin{thebibliography}{99}
\bibitem{23} Since 1999, all data produced under federal grants must made available to the public through the procedures established under the Freedom of Information Act (with an exemption for information that would be an invasion of personal privacy). See Office of Management and Budget Circular A-110, http://www.whitehouse.gov/omb/circulars_a110.
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by a broad interpretation of the HIPAA “statistician clause,” which allows one to deem information not “individually identifiable” if an expert “determines that the risk is very small that the information could be used, alone or in combination with other reasonably available information, by an anticipated recipient to identify an individual who is a subject of the information.” However, this clause is used infrequently because it requires a time-consuming, case-by-case evaluation, with no mechanism for establishing consistent standards that can be applied in the future. Furthermore, data administrators are reluctant to risk a possible legal challenge; this leads to a strong preference for the safety of the safe harbor provision.24

At first, it may seem that non-microdata forms of data sharing do not carry privacy risks. By definition, such forms of data sharing involve combining information from multiple individuals, and thus seem like “aggregate” data that should be safe from a privacy perspective. However, this conclusion is not correct, and it is easy to compromise privacy even while sharing data in a form other than microdata.

To illustrate the subtleties in designing data-sharing mechanisms that preserve privacy, consider an interactive system designed to answer queries about the health care expenses of the Harvard faculty, which allows queries of the form “how many Harvard faculty satisfy X” where X is a search criterion that can involve attributes like age, health care expenses, and department. While “how many” questions may seem relatively safe when computed over a population of 2000+ individuals, they are not. By asking the question “How many Harvard faculty are in the computer science department, were born in the U.S. in 1973, and had a hospital visit during the past year?,” it is possible to find out whether one of the authors of these comments (S.V.) had a hospital visit during the past year (according to whether the answer is 0 or 1), which is clearly a privacy violation. A common “solution” to this sort of problem is to only answer queries whose answers are sufficiently large, say at least 10. But then, by asking two questions --- “how many Harvard faculty had hospital visits during the past year?” and “how many Harvard faculty, other than those in the computer science department and those born in the U.S. in 1973, had hospital visits during the past year?” --- and taking the difference of the results, we can obtain an answer to the original, privacy-compromising question. A much better solution, which defeats these attacks and even achieves differential privacy,25 26 is to add random noise to each answer, in order to obscure the contribution of any individual. However, even here one must be careful. If we only want to add a statistically insignificant amount of noise, then the number of questions that can be safely answered is limited by the number of subjects in the dataset, and answering more questions risks serious privacy violations.27

The above example focuses on interactive mechanisms, but all of the forms of data sharing discussed earlier have subtle privacy risks associated with them if not implemented carefully, and these risks have been the focus of ongoing study. Aware of the risks in contingency tables, the Census Bureau has had a sophisticated disclosure review process since 1950 to guard against the leakage of individual information.

---

24 In addition, the phrase “to identify an individual who is a subject of the information” and HIPAA’s definition of individually identifiable information as information “(i) that identifies the individual; or (ii) with respect to which there is a reasonable basis to believe the information can be used to identify the individual” suggest that even the statistician clause intended to refer to microdata.
in the tables it releases.\textsuperscript{28} Only recently have computer scientists and statisticians begun to quantify the disclosure risks associated with methods of synthetic data generation.\textsuperscript{29,30,31} Serious re-identification risks have been found in visualizations of public health data,\textsuperscript{32} and finding privacy-preserving solutions is a subject of active research.\textsuperscript{33} And, while there is a long history of work on “secure multiparty computation” and its use in the literature on “privacy-preserving datamining” that allows parties to jointly compute complex functions of their datasets without revealing more than the results of the computations,\textsuperscript{34} this leaves the question of how safe the results themselves are (due to the same examples that were given for interactive mechanisms above).

It is unrealistic to hope for a one-size-fits-all set of technical requirements for data sharing. The standards and solutions that are appropriate for one form of data in one context are typically inapplicable to the others. Solutions should be tailored to the structure of the data (e.g. standard relational microdata vs. social network data vs. text), the sensitivity of the information and potential harms of disclosure,\textsuperscript{35} the level of consent obtained from subjects, and the intended recipients of shared data. Indeed, sharing with researchers governed by IRBs, sharing with the public, and sharing under limited data-use agreements should all be treated differently. On the other hand, a case-by-case approval process by IRBs or by expert statisticians is likely to be inefficient, time-consuming, and inconsistent.

For these reasons, we propose the establishment of an evolving “safe-harbor list” for the sharing of research data involving human subjects. Each entry in this list would specify a class of data sources (e.g. electronic health records that do not include any genomic data), a class of data-sharing methods (e.g. HIPAA-style de-identification by the removal of certain fields, or interactive mechanisms that achieve a given level of differential privacy), a class of informed consent mechanisms, and a class of potential recipients. Together, these components of an entry specify a set of contexts in which a safe harbor would apply, and case-by-case IRB review could be avoided. In the long term, one can hope for this list to be sufficiently comprehensive so that the vast majority of research projects can proceed without IRB review of informational harms. But of course not all cases will be covered, and we discuss below how to better-equip IRBs to evaluate privacy risks.

\textsuperscript{35} Sensitive information includes, for example, information that could be used to discriminate, as well as information that has historically made individuals uncomfortable, or has a reasonable expectation of causing embarrassment.
We recommend that this safe-harbor list be maintained by a periodically convened task force including data privacy experts from computer science, statistics, and law, members of IRBs, and researchers who do various kinds of human-subjects research, under the purview of a body such as the National Center for Health Statistics (NCHS) or the National Institute of Standards and Technology (NIST). In the foreseeable future, the safe harbor list will need to be revised quite regularly (at least once every two years), both to accommodate contexts that were not previously anticipated and to take into account new developments in our rapidly evolving understanding of data privacy risks and countermeasures (which may lead to either additions or deletions from the safe-harbor list). Such an open, deliberative, and adaptive process is likely to foster the development of practical privacy-enhancing technologies and lead to more consistent and appropriate standards than HIPAA.

While the specific technical standards that qualify for the safe-harbor list should be left to the task force of experts as discussed above, it may be important for the Common Rule to specify the general principle that the task force should use to evaluate whether a given data-sharing method should qualify for safe harbor. For this, we propose the following:

“No individual should incur more than a minimal risk of harm from the use of his or her data in computing the values to be released, even when those values are combined with other data that may be reasonably available.”

Thus, the task force should not consider whether an individual can be directly associated with a particular revealed value, which only makes sense for data shared in microdata format. Instead, the task force should consider the extent to which the revealed values depend on an individual’s data, and the potential harm that may result. It is important that the task force only consider harm that results from dependence on the individual’s own data, because scientific knowledge gained from the dataset as a whole (which we want to allow) can and should teach us a lot about individuals, and this knowledge may be used in ways that help or harm individuals (just as the Common Rule already says that an IRB “should not consider possible long-range effects of applying knowledge gained in the research”). The determination of what constitutes “minimal risk of harm” and what constitutes “reasonably available” are judgments that will need to be guided by the experts on the task force, and will vary depending on the nature of the data and the protection mechanisms used.

IRBs will also need guidance on how to evaluate the privacy risks of data-sharing methods not covered by the safe harbor, because evaluating these risks requires significant expertise and there is a rapidly advancing and highly technical literature on data privacy that should inform their decisions. Indeed, the examples given earlier about aggregate queries illustrate that there is no automatic “safety in numbers,” and as a result, an IRB should ask “would the proposed data-sharing method be protective if the study consisted of a single individual?” A negative answer is an indication that technical expertise might be needed. Finally, the task force should also provide guidance and educational materials to IRBs on how to evaluate the risks of information disclosure in cases that do not fit safe-harbor criteria. In addition to the safe-harbor list, the guidance should include a “danger list” of data-sharing methods to be eschewed because they do not provide sufficient protection.

36 “Minimal risk” should, of course, be interpreted consistently with the rest of the Common Rule, namely to mean that “the probability and magnitude of harm or discomfort anticipated in the research are not greater in and of themselves than those ordinarily encountered in daily life or during the performance of routine physical or psychological examinations or tests.”
Regardless of implementation details, this revision of the Common Rule should be used as an opportunity to develop a forward-looking approach to data privacy, one that builds in the flexibility to react to new problems and adopt new solutions, rather than taking the outdated approach of HIPAA, which is too narrow to address even today’s range of data privacy problems.

**Question 55:** What mechanism should be used to regularly evaluate and to recommend updates to what is considered de-identified information? Beyond the mere passage of time, should certain types of triggering events such as evolutions in technology or the development of new security risks also be used to demonstrate that it is appropriate to reevaluate what constitutes de-identified information?

**Response:**

As discussed in our response to Question 54, we propose the establishment of an evolving “safe-harbor list” for the sharing of research data involving human subjects. We recommend that this safe-harbor list be maintained by a periodically convened task force including data privacy experts from computer science, statistics, and law, members of IRBs, and researchers who do various kinds of human-subjects research, under the purview of a body such as the National Center for Health Statistics (NCHS) or the National Institute of Standards and Technology (NIST). We envision that this safe-harbor list will be maintained by a periodically convened task force including data privacy experts from computer science, statistics, and law, members of IRBs, and researchers who do various kinds of human-subjects research. In the foreseeable future, the safe-harbor list will need to be revised quite regularly (at least once every two years), both to accommodate contexts not previously anticipated and to take into account new developments in our rapidly evolving understanding of data privacy risks and countermeasures. Such revisions may lead to either additions or deletions from the safe-harbor list.

If one of the mechanisms on the safe-harbor list is found to have a serious privacy risk in the period between task force meetings, the committee’s chairperson should be authorized to issue a temporary moratorium on the use of that mechanism until the task force has an opportunity to meet. In addition, IRBs should be authorized to approve alternate protection mechanisms (i.e. ones not on the safe-harbor list) for individual studies, using guidance and educational materials from the task force regarding privacy risks (including a “danger list” of unsafe methods). Such authorizations should be reported to the task force for consideration as possible additions to the safe-harbor list.

**Question 59:** Would study subjects be sufficiently protected from informational risks if investigators are required to adhere to a strict set of data security and information protection standards modeled on the HIPAA Rules? Are such standards appropriate not just for studies involving health information, but for all types of studies, including social and behavioral research? Or might a better system employ different standards for different types of research? (We note that the HIPAA Rules would allow subjects to authorize researchers to disclose the subjects’ identities, in circumstances where investigators wish to publicly recognize their subjects in published reports, and the subjects appreciate that recognition.)

**Response:**

No, a uniform set of protections based on HIPAA rules would neither provide sufficient protection for all information risk, nor appropriately balance the utility of protections against their costs. The HIPAA rule establishes a single level of information security protection for all identified information. This assumes implicitly that all identified information presents the same risk of harm. A basic principle shared both by the Belmont report and modern information security best practices is that protections should be calibrated to the overall risk of harm. For informational harms, the overall risk is a function of both the

---

likelihood of personal information being disclosed and the sensitivity of that information. As detailed in our response to question 54, both the likelihood of disclosure and the sensitivity of disclosed data vary substantially across fields of research and forms of data.

Furthermore, the technical safeguards required by the HIPAA security rules are oriented almost exclusively toward preventing access to collections of identified data by unidentified and/or unauthorized users. Some required technical safeguards such as enterprise authentication, and common technical control such as isolation from the internet, are not consistent with interactive disclosure limitation mechanisms/multiparty secure computations, since these mechanisms are explicitly provided to enable and mediate access to identified information by remote users who are not authorized for direct access, or, in some cases, may even remain anonymous. New technical controls may be appropriate for interactive mechanisms where the complexity of implementation exceeds that of current mechanisms. And, in contrast, other technical requirements, such as emergency access procedures, are simply unnecessary for most research data.

**Question 63:** Given the concerns raised by some that even with the removal of the 18 HIPAA identifiers, re-identification of de-identified datasets is possible, should there be an absolute prohibition against re-identifying de-identified data?

**Response:**

*No*, there should not be an absolute prohibition against re-identifying deidentified data or “breaking” any other privacy-protective data analysis. It has long been recognized in the computer security community that finding flaws in existing systems is crucial to developing better security solutions in the future. The same is true for data privacy. Prominent re-identifications of “de-identified” datasets --- such as a Massachusetts Group Insurance Commission medical claims dataset, a Netflix movie rental dataset, Aol search logs, and the identification of privacy risks in the aggregation of genomic data --- have been instrumental in advancing our understanding of data privacy and in preventing similar privacy breaches. Thus, banning re-identification would have the opposite effect from what is intended: while it would not stop potential attackers from compromising the privacy of subjects, it would prevent honest researchers from discovering privacy leaks and ways to prevent them.

Any restriction on re-identification should contain clear exceptions for privacy research and estimating privacy risk. However, instead of restricting re-identification, it might be preferable to regulate the inappropriate use of data, e.g. using data to intentionally harm or embarrass subjects.

Of course, performing and disclosing re-identifications, even for data privacy research, must be done with care, so as to minimize potential harm to subjects while maximizing the positive impact of the knowledge gained. For this, it may be helpful to draw upon past discussions on the ethics of computer security.

---

research. An example solution (which may not be directly applicable to re-identification) is the procedure used by the Computer Emergency Response Team (CERT) upon receiving a report of a software vulnerability: they notify the vendor of the vulnerability and wait 45 days before disclosing the vulnerability to the public.44

**Question 64:** For research involving de-identified data, is the proposed prohibition against a researcher re-identifying such data a sufficient protection, or should there in some instances be requirements preventing the researcher from disclosing the de-identified data to, for example, third parties who might not be subject to these rules?

**Response:**
As discussed in our response to Question 63, we oppose a re-identification ban, and believe that such a ban will lead to weaker privacy protections for subjects in the long run.

That said, all privacy protections for shared research data in the revised Common Rule should vary depending on the class of potential recipients. Sharing with the public, sharing with researchers governed by an IRB and the Common Rule, and sharing under a limited data-use agreement all require different levels and forms of protection.

Consequently, the “safe-harbor list” envisioned in our response to Question 54 would have different protection (and consent) mechanisms tailored for different classes of recipients (and different types of data).

**Question 46:** Under what circumstances should unanticipated future analysis of data that were collected for a different research purpose be permitted without consent? Should consent requirements vary based on the likelihood of identifying a research subject?

**Response:**
Yes, consent requirements should vary based on the likelihood of identifying a research subject and, more generally, should depend on the privacy risks associated with the type of data collected and the privacy protection mechanism used. The “safe-harbor list” envisioned in our response to Question 54 would have different consent requirements depending on the privacy protection mechanism, the level of sensitivity of the data, and the potential recipients of the data.

---


44 [http://www.cert.org_kb/vul_disclosure.html](http://www.cert.org_kb/vul_disclosure.html)